1. INTRODUCTION

In this paper we summarize the main results of the forthcoming book [3], devoted to the theory of gradient flows in a general metric setting and in the framework of the space of probability measures endowed with the $L^2$ Wasserstein metric. The presentation here reflects the structure of the book, with two parts that can be read almost independently of each other: in the first one we study gradient flows in metric spaces (calling them curves of maximal slope, since only the slope makes sense in this general setting), introduced following the ideas in [11] (see also [2]). We find general conditions ensuring the convergence of the implicit time discretization scheme to a curve of maximal slope. These conditions are typically satisfied if the energy functional is convex along geodesics. We also find a new convexity condition, which takes into account both the behaviour of the energy functional and of the metric, ensuring both uniqueness of curves of maximal slope (for a given initial datum) and full convergence, with explicit error estimates, of the implicit time discretization scheme (here we follow mostly the ideas in [5, 20]). These findings extend some convergence results known in Alexandroff Non Positively Curved metric spaces (see [18], [16]), but apply also to some Positively Curved metric spaces, as the Wasserstein space of probability measures.

In the second part we describe the Wasserstein space of probability measures in a separable Hilbert space $X$ and its differentiable structure, recovering in a more general framework the formal calculus introduced in [21] and the representation of the Wasserstein distance as a “Riemannian” metric in [6]. One of the main features of our presentation is that we don’t assume that $X$ is finite-dimensional or that all measures $\mu$ under consideration are absolutely continuous with respect to a given measure (e.g. the Lebesgue measure in finite dimensions). Our derivation of the “Riemannian” structure (i.e. the tangent bundle
and the metric on it) stems from a differential characterization of all absolutely continuous curves with values in the Wasserstein space. After the construction of the tangent bundle we examine in detail the differentiability properties along a rectifiable curve of the Wasserstein distance from a given point, and show the infinitesimal behaviour of the distance between nearby points on a rectifiable curve. In this framework also the notions of subdifferential and of gradient flows can be established (see also [9], where analogous concepts appear in the context of the so-called Riemannian length spaces) and it turns out that gradient flows coincide with curves of maximal slope. This leads in many situations to the existence and the uniqueness of gradient flows (see also [9] for related results, mostly concerning uniqueness and rate of convergence as \( t \to \infty \)), to the convergence of the implicit time discretization scheme (see also [15], [8], [1]) and, under a slightly stronger convexity condition, to the error estimates for the scheme.

Due to obvious space constraints, the references quoted here are only a small part of the large literature available on these topics, and which will be represented in more detail in the book.

2. Gradient flows in metric spaces

2.1. Basic notions. Let us begin with some basic notions which make sense in any complete metric space \((\mathcal{X}, d)\) (see [2, 4] for a more detailed treatment of this topic).

**Definition 2.1.** Let \( v : (a, b) \to \mathcal{X} \) be a curve; we say that \( v \) belongs to \( AC^p(a, b; \mathcal{X}) \), for \( p \in [1, +\infty] \), if there exists \( m \in L^p(a, b) \) such that

\[
d(v(s), v(t)) \leq \int_s^t m(r) \, dr \quad \forall \, a < s \leq t < b.
\]

In the case \( p = 1 \) we are dealing with absolutely continuous curves and we will denote the corresponding space simply with \( AC(a, b; \mathcal{X}) \).

**Theorem 2.2** (Metric derivative). Let \( p \in [1, +\infty] \). Then for any \( v \in AC^p(a, b; \mathcal{X}) \) the limit

\[
|v'|(t) := \lim_{s \to t} \frac{d(v(s), v(t))}{|s - t|}
\]

exists for \( \mathcal{L}^1 \)-a.e. \( t \in (a, b) \). Moreover the function \( t \mapsto |v'|(t) \) belongs to \( L^p(a, b) \), it is an admissible integrand for the right hand side of (2.1), and it is minimal in the following sense:

\[
|v'|(t) \leq m(t) \quad \text{for } \mathcal{L}^1 \text{-a.e. } t \in (a, b), \quad \text{for each function } m \text{ satisfying (2.1)}.
\]

**Definition 2.3** (Local slope). The local slope of a functional \( \phi \) at a point \( v \in D(\phi) \) is 0 if \( v \) is isolated point of \( \mathcal{X} \), otherwise it is given by

\[
|\partial \phi|(v) := \limsup_{w \to v} \frac{(\phi(v) - \phi(w))^+}{d(v, w)}.
\]

We will denote by \( D(\partial \phi) \) the set of \( v \in \mathcal{X} \) such that \( |\partial \phi|(v) < +\infty \).

With these definitions in mind, we can formulate as in [11] (see also [11, 17, 2] the concept of gradient flow in a general metric setting.
Definition 2.4 (Curves of maximal slope). We say that a locally absolutely continuous map \( u : (a, b) \to \mathcal{S} \) is a curve of maximal slope for the functional \( \phi \) if \( \phi \circ u \) is \( L^1 \)-a.e. equal to a non-increasing map \( \varphi \) and

\[
\varphi'(t) \leq -\frac{1}{2}|u'|^2(t) - \frac{1}{2}||\partial \phi(u(t))||^2 \quad \text{for } L^1 \text{-a.e. } t \in (a, b).
\]

(2.5)

We say that \( \tilde{u} \) is the starting point of the curve \( u \) if \( \lim_{t \to a} u(t) = \tilde{u} \).

To illustrate the heuristic ideas behind the previous definition, let us start with the classical setting of a gradient flow

\[
u'(t) = -\nabla \phi(u(t)) \tag{2.6}
\]

in a Hilbert space. If we take the modulus in both sides we have the equation

\[
|u'(t)| = |\nabla \phi(u(t))|
\]

which makes sense in a metric setting, interpreting the left hand side as the metric derivative and the right hand side as the local slope. However, in passing from (2.6) to a scalar equation we clearly have a loss of information. This information can be retained by looking at the derivative of the energy:

\[
dt \phi(u(t)) = \langle u'(t), \nabla \phi(u(t)) \rangle = -|u'(t)||\nabla \phi(u(t))| = -\frac{1}{2}|u'|^2(t) - \frac{1}{2}||\nabla \phi(u(t))||^2.
\]

The second equality holds iff \( u' \) and \( -\nabla \phi(u) \) are parallel and the third equality holds iff \( |u'| \) and \( ||\nabla \phi(u)|| \) are equal, so that we can rewrite (2.6) as

\[
\frac{1}{2}|u'|^2(t) + \frac{1}{2}||\nabla \phi(u(t))||^2 = -\frac{dt}{dt} \phi(u(t)).
\]

This argument shows that the metric formulation is consistent with the classical Hilbertian framework.

2.2. Implicit time discretization. The basic and classical construction of curves of maximal slope is based on a time discretization, building discrete solutions depending from a time step \( \tau \) and passing to the limit as \( \tau \) goes to 0.

The discrete solutions are built through a variational approximation of the problem and a recursive argument in the following way: we fix the parameter \( \tau > 0 \) and the starting point \( U^0_\tau \), then we choose \( U^{n+1}_\tau \) in the set

\[
J_\tau[U^n_\tau] := \text{argmin}\left\{ \phi(\cdot) + \frac{1}{2\tau}d^2(U^n_\tau, \cdot) \right\}.
\]

(2.7)

Definition 2.5 (Discrete solutions). The discrete solution is the piecewise constant function

\[
\bar{U}_\tau(t) := U^n_\tau \quad \text{if } t \in [n\tau, (n+1)\tau).
\]

Since we wish to show convergence of the discrete solutions to a limit curve, we have to look for some compactness property of the metric space (or of the sublevels of \( \phi \)). Of course we may ask that this compactness is with respect to the topology induced by the distance \( d \); however, since this assumption is too strong in some applications, we believe it is more convenient to look for convergence w.r.t. a weaker auxiliary topology \( \sigma \). So here and in the sequel we assume that there exists a topology \( \sigma \) with the following properties.
2.1a: **Weak topology.** $\sigma$ is an Hausdorff topology on $\mathcal{F}$ compatible with $d$ in the sense that $\sigma$ is weaker than the topology induced by $d$ and $d$ is sequentially $\sigma$-lower semicontinuous:

$$(u_n, v_n) \xrightarrow{\sigma} (u, v) \implies \liminf_{n \to \infty} d(u_n, v_n) \geq d(u, v).$$

De Giorgi introduced in [10] the notion of limits of discrete solutions in an abstract framework (where more general perturbations than the square of the distance are considered), and named them minimizing movements. Let us recall his definition.

**Definition 2.6** (Minimizing movements). For a given functional $\phi$ and an initial datum $u_0 \in \mathcal{F}$ we say that a curve $u : [0, +\infty) \to \mathcal{F}$ is a minimizing movement for $\phi$ starting from $u_0$ if for every sufficiently small $\tau > 0$ there exists a discrete solution $\bar{U}_\tau$ defined as in (2.5) such that

$$\lim_{\tau \to 0} \phi(U^0_\tau) = \phi(u_0), \quad \lim_{\tau \to 0} d(U^0_\tau, u_0) = 0, \quad \bar{U}_\tau(t)^{\sigma} u(t) \quad \forall t \in [0, +\infty).$$

We denote by $\text{MM}(\phi; u_0)$ the collection of all the minimizing movements for $\phi$ starting from $u_0$.

Analogously, we say that a curve $u : [0, +\infty) \to \mathcal{F}$ is a generalized minimizing movement for $\phi$ starting from $u_0$ if there exists a sequence $\tau_k \downarrow 0$ and a corresponding sequence of discrete solutions $U_{\tau_k}$ defined as in (2.5) such that

$$\lim_{k \to \infty} \phi(U^0_{\tau_k}) = \phi(u_0), \quad \lim_{k \to \infty} d(U^0_{\tau_k}, u_0) = 0, \quad \bar{U}_{\tau_k}(t)^{\sigma} u(t) \quad \forall t \in [0, +\infty).$$

We denote by $\text{GMM}(\phi; u_0)$ the collection of all the generalized minimizing movements for $\phi$ starting from $u_0$.

In order to be sure that discrete solutions exist and that minimizing movements (or the generalized ones) are curves of maximal slope, we need to make some assumptions on $\phi$, and here are the main ones.

2.1b: **Lower semicontinuity.** We suppose that $\phi$ is sequentially $\sigma$-lower semicontinuous on $d$-bounded sets

$$\sup_{n,m} d(u_n, u_m) < +\infty, \quad u_n \xrightarrow{\sigma} u \implies \liminf_{n \to \infty} \phi(u_n) \geq \phi(u).$$

2.1c: **Coercivity.** There exist $\tau_* > 0$ and $u_\ast \in \mathcal{F}$ such that

$$m^* := \inf_{v \in \mathcal{F}} \phi(v) + \frac{1}{2\tau} d^2(v, u_\ast) > -\infty.$$  

2.1d: **Compactness.** Every $d$-bounded set contained in a sublevel of $\phi$ is relatively $\sigma$-sequentially compact: i.e.,

- every sequence $(u_n) \subset \mathcal{F}$ with $\sup_n \phi(u_n) < +\infty$, $\sup_{n,m} d(u_n, u_m) < +\infty$ admits a $\sigma$-convergent subsequence.

2.1e: **Semicontinuity of the slope.** The slope satisfies the following equation

$$|\partial \phi|(u) = \inf \left\{ \liminf_{n \to +\infty} |\partial \phi|(u_n) : u_n \xrightarrow{\sigma} u, \sup_n d(u_n, u), \phi(u_n) \right\} < +\infty.$$

Basically the assumptions $b$, $c$ ensure the existence of discrete solutions, $d$ is needed to find a limit curve and $e$ is needed to show that this limit curve is of maximal slope.
Proposition 2.7 (Convergence of the implicit time discretization scheme). Let us suppose that the assumptions of 2.1a, b, c, d hold and let be given a sequence \((\tau_n) \downarrow 0\) and a corresponding family of initial data \(\{U^0_{\tau_n}\}\) satisfying

\[
U^0_{\tau_n} \rightharpoonup u_0, \quad \phi(U^0_{\tau_n}) \to \phi(u_0) < +\infty \quad \text{as} \quad n \to +\infty, \quad \sup_n d(U^0_{\tau_n}, u_0) < +\infty. \tag{2.12}
\]

Then there exist a subsequence, not relabeled, and a limit curve \(u \in AC^2_{\text{loc}}([0, +\infty); \mathcal{S})\) such that

\[
U_{\tau_n}(t) \xrightarrow{\mathcal{S}} u(t) \quad \forall t \in [0, +\infty). \tag{2.13}
\]

In particular \(u \in GMM(\phi; u_0)\), which is a nonempty subset of \(AC^2_{\text{loc}}([0, +\infty); \mathcal{S})\).

Theorem 2.8 (Limit curves are of maximal slope). Assume that conditions 2.1a, b, c, e are fulfilled and that \(\phi\) satisfies the continuity property

\[
\sup_{n \in \mathbb{N}} \left\{ |\partial\phi|(v_n), d(v_n, v_0), \phi(v_n) \right\} < +\infty, \quad v_n \rightharpoonup v \quad \Rightarrow \quad \phi(v_n) \to \phi(v). \tag{2.14}
\]

Then every \(u \in GMM(\phi; u_0)\) is a curve of maximal slope for \(\phi\).

Some stronger results (i.e. the energy identity and the convergence of various discrete quantities to their continuous counterparts) can be given replacing the continuity condition (2.14) by the assumption that \(|\partial\phi|\) is an upper gradient of \(\phi\) in the sense of Heinonen and Koskela (see [14] and (2.15) below).

Theorem 2.9. Assume that conditions a, b, c, e hold and that \(|\partial\phi|\) has the following property: for every absolutely continuous curve \(v : [0, 1] \to \mathcal{S}\) the function \(|\partial\phi| \circ v\) is Borel and

\[
|\phi(v(t)) - \phi(v(s))| \leq \int_s^t |\partial\phi|(v(r))|v'(r)| \, dr \quad \forall 0 < s \leq t < 1. \tag{2.15}
\]

Then every curve \(u \in GMM(\phi; u_0)\) is a curve of maximal slope for \(\phi\) and \(u\) satisfies the energy identity

\[
\frac{1}{2} \int_0^T |u'|^2(t) \, dt + \frac{1}{2} \int_0^T |\partial\phi|^2(u(t)) \, dt + \phi(u(T)) = \phi(u_0) \quad \forall T > 0. \tag{2.16}
\]

Moreover, if \(\{U_{\tau_n}\}_{n \in \mathbb{N}}\) is a sequence of discrete solutions satisfying (2.12) and (2.13), we have

\[
\lim_{n \to \infty} \phi(U_{\tau_n}(t)) = \phi(u(t)) \quad \forall t \in [0, +\infty), \tag{2.17}
\]

\[
\lim_{n \to \infty} |\partial\phi|(U_{\tau_n}) = \lim_{n \to \infty} |U'_{\tau_n}| = |u'| \quad \text{in} \quad L^2_{\text{loc}}([0, +\infty)), \tag{2.18}
\]

where \(|U'_{\tau_n}|\) is defined as

\[
|U'_{\tau_n}(t)| = \frac{d(U^{n-1}_{\tau}, U^n_{\tau})}{\tau} \quad \text{if} \quad t \in ((n-1)\tau, n\tau) \tag{2.19}
\]

and \(|\partial^{-}\phi|\) is the right hand side in (2.11d).
2.3. The geodesically convex case. The abstract conditions given above are fulfilled in the case when the functional is convex along constant speed geodesics, according to the definition below. This case is relevant for many applications, see for instance [16, 19, 21, 22] and the examples mentioned in the following section.

**Definition 2.10** (Convexity along curves). A functional \( \phi : \mathcal{I} \to (\mathbb{R}^+ \cup \{0\}) \) is said to be convex along the curve \( \gamma : [0, 1] \to \mathcal{I} \) if

\[
\phi(\gamma_t) \leq (1 - t)\phi(\gamma_0) + t\phi(\gamma_1) \tag{2.20}
\]

**Definition 2.11** (Constant speed geodesics and length spaces). A curve \( \gamma : [0, 1] \to S \) is a constant speed geodesic connecting two points \( v_0, v_1 \in S \) if \( \gamma_i = v_i, i = 0, 1 \), and

\[
d(\gamma_s, \gamma_t) = (t - s)d(v_0, v_1) \quad \forall s, t \in [0, 1], \ s \leq t. \tag{2.21}
\]

A metric space \( S \) is said to be a length space if for every couple of point \( x, y \in S \) there exists at least one (not necessarily unique) geodesic connecting them.

**Definition 2.12** (Geodesically convex functionals). A functional \( \phi : S \to (\mathbb{R}^+ \cup \{0\}) \) on a length space \( S \) is geodesically convex if for every \( x, y \in S \) there exists a constant speed geodesic connecting them along which \( \phi \) is convex.

For geodesically convex functionals the local slope admits the following simple representation:

\[
|\partial \phi|(v) = \sup_{w \neq v} \left( \frac{\phi(v) - \phi(w)}{d(v, w)} \right)^+, \tag{2.22}
\]

from which one can show that \( |\partial \phi| \) has the upper gradient property stated in Theorem 2.9 and that 2.1e holds with \( \sigma \) equal to the topology induced by \( d \). Then, one obtains the following result.

**Theorem 2.13.** Suppose that \( \phi \) is geodesically convex and that all the assumptions 2.1 hold. Then every \( u_0 \) such that \( \phi(u_0) < +\infty \) is the starting point of a curve of maximal slope for \( \phi \) and all the conclusions of Theorem 2.9 hold.

Moreover the convexity property ensures some pointwise differentiability properties, first observed by Brezis [7] in the Hilbertian setting. We collect them in the following theorem.

**Theorem 2.14** (Pointwise properties). Let us suppose that assumptions 2.1a, b hold and that \( \phi \) is geodesically convex. If \( \phi(u_0) < +\infty \) then each element \( u \in GMM(\phi; u_0) \) is locally Lipschitz in \((0, +\infty)\) and satisfies the following properties:

(i) The right metric derivative

\[
|u'_+|(t) := \lim_{s \uparrow t} \frac{d(u(s), u(t))}{s - t} \tag{2.23}
\]

exists and \( |\partial \phi|(u(t)) < +\infty \) for all \( t > 0 \).

(ii) The map \( t \mapsto \phi(u(t)) \) is convex and the map \( t \mapsto |\partial \phi|(u(t)) \) is non-increasing and right continuous.
The equation
\[ \frac{d}{dt} \phi(u(t)) = -\|\partial \phi((u(t))) u'_+(t)\|^2 = -\|u'_+(t)\|^2 = -\|u'_+(t)\|^2 (2.24) \]
is satisfied at every \( t \in (0, +\infty) \).

Even though the geodesic convexity ensures existence of curves of maximal slope and several useful properties, including the energy identity, uniqueness of curves of maximal slope for a given initial datum is an open problem. This problem is open even in a linear framework, for instance when \( S \) is a reflexive Banach space, and seems to be related to the lack of an Hilbertian structure, even on small scales. We discuss this problem in the next subsection.

2.4. A new kind of convexity assumption. Explicit error estimates for the implicit time discretization scheme and uniqueness of curves of maximal slope can be proved if we ask convexity not only for the functional, but even for the distance.

**Assumption 2.15.** We suppose that for every choice of \( w, v_0, v_1 \in S \) there exists a curve \( \gamma : [0, 1] \rightarrow S \) such that \( \gamma_i = v_i, i = 0, 1 \), \( \phi \) is convex along the curve and the following estimate holds
\[ d^2(w, \gamma_t) \leq (1 - t)d^2(w, v_0) + td^2(w, v_1) - t(1 - t)d^2(v_0, v_1) (2.25) \]

This assumption is in some sense stronger than the geodesic convexity, since we are requiring a uniform convexity condition also on the distance; on the other hand it is weaker, since the curve \( \gamma \) along which this has to happen need not be a geodesic. In fact, in the applications described in the next section, this degree of freedom in the choice of the curve is extremely useful. Notice also that condition (2.25) along geodesics is the definition of Non Positively Curved (NPC) metric spaces in the sense of Alexandroff (for Riemannian metric spaces the condition is equivalent to non positivity of all sectional curvatures). In the setting of NPC metric spaces the uniqueness of gradient flows was proved in [18] (see also [16]), but our more general result follows a different path, strongly related to the ideas in [5, 20].

Moreover we identify now the topology \( \sigma \) with the one induced by the distance \( d \) and drop the compactness assumption 2.1d: indeed, Assumption (2.15) guarantees both the existence of a minimizer for the discrete problem 2.7 and the convergence of the discrete solutions to a curve of maximal slope. The main results are contained in the following theorem, in which we use the notation \( \phi_+(u) \) for the function \( \inf \phi(\cdot) + d^2(\cdot, u)/2\tau \).

**Theorem 2.16.** Let us assume that \( \phi \) is a proper, lower semicontinuous, coercive functional (according to (2.1)c) and that Assumption 2.15 is satisfied. Then

i) Convergence and exponential formula: for each \( u_0 \in \overline{D(\phi)} \) there exists a unique element \( u = S[u_0] \) in \( MM(\Phi; u_0) \) which therefore can be expressed through the exponential formula
\[ u(t) = S[u_0](t) = \lim_{n \to \infty} U_{t/n}^{u_0}(u_0). (2.26) \]
ii) Regularizing effect: \( u \) is a locally Lipschitz curve of maximal slope with \( u(t) \in D(\partial \phi) \subset D(\phi) \) for \( t > 0 \); in particular the following a priori bounds hold:

\[
\phi(u(t)) \leq \phi_0(u_0), \quad |\partial \phi|^2(u(t)) \leq |\partial \phi|^2(v) + \frac{1}{t^2} d^2(v, u_0) \quad \forall v \in D(\phi).
\]  

(2.27)

iii) Uniqueness and evolution variational inequalities: \( u \) is the unique solution of the evolution variational inequality

\[
\frac{d}{dt} d^2(u(t), v) + \phi(u(t)) \leq \phi(v) \quad \mathcal{L}^1\text{-a.e. in } (0, +\infty), \quad \forall v \in D(\phi).
\]  

(2.28)

iv) Contraction semigroup: The map \( t \mapsto S[u_0](t) \) is a non expansive semigroup, i.e.

\[
d(S[u_0](t), S[v_0](t)) \leq d(u_0, v_0) \quad \forall u_0, v_0 \in D(\phi).
\]  

(2.29)

v) Optimal a priori estimate: if \( u_0 \in D(\phi) \) then

\[
d^2(S[u_0](t), U^n_{t/n}(u_0)) \leq \frac{t}{n} (\phi(u_0) - \phi_{t/n}(u_0)) \leq \frac{t^2}{2n^2} |\partial \phi|^2(u_0).
\]  

(2.30)

3. Gradient flows on the space of probability measures

3.1. Basic definitions and notation. This section is devoted to the study of the differential structure of the space of probability measures on a separable Hilbert space \( X \) (in the following denoted by \( \mathcal{P}(X) \)), endowed with the Wasserstein distance \( W_2 \). Although most of the results stated here are true even in the general case \( p > 1 \), see [3], in this paper for the sake of simplicity we will state them only for \( p = 2 \).

Let us first recall the basic definitions and properties.

**Definition 3.1** (Transport of measures). Let \( \mu \) be a probability measure on \( X \) and let \( r : X \to X \) be a Borel map. The push forward \( r_#\mu \in \mathcal{P}(X) \) of \( \mu \) through \( r \) is defined by

\[
r_#\mu(B) := \mu(r^{-1}(B)) \quad \text{for any Borel subset } B \subset X.
\]  

(3.1)

More generally, the integral w.r.t. \( \mu \) and the integral w.r.t. \( r_#\mu \) are related by

\[
\int_X f(r(x))d\mu(x) = \int_X f(y)d(r_#\mu)(y)
\]  

(3.2)

for every bounded (or positive) Borel function \( f \).

**Definition 3.2** (Transport plans). Given two measures \( \mu^1, \mu^2 \in \mathcal{P}(X) \), the set of transport plans between them is:

\[
\Gamma(\mu^1, \mu^2) := \left\{ \mu \in \mathcal{P}(X \times X) : \pi^1_#\mu = \mu^1, \pi^2_#\mu = \mu^2 \right\},
\]  

(3.3)

where \( \pi^i : X \times X \to X, \ i = 1, 2, \) are the projections onto the first and onto the second coordinate; notice that this set is always non empty since it contains at least \( \mu^1 \times \mu^2 \).

The family of transport plans includes in some sense the family of transport maps: indeed any transport map \( r \) induces a plan \( \mu \) defined by \((Id \times r)_#\mu\), where \((Id \times r)(x) = (x, r(x))\).
The Wasserstein distance is defined on the family of measures in $\mathcal{P}(X)$ whose second moment is finite, i.e.:

$$\mathcal{P}_2(X) := \{ \mu \in \mathcal{P}(X) : \int_X |x|^2 d\mu(x) < +\infty \}. \quad (3.4)$$

**Definition 3.3 (The optimal transportation problem).** Given $\mu^1, \mu^2 \in \mathcal{P}_2(X)$ their Wasserstein distance is defined by

$$W_2^2(\mu^1, \mu^2) := \min \left\{ \int_{X^2} |x_1 - x_2|^2 d\mu(x_1, x_2) : \mu \in \Gamma(\mu^1, \mu^2) \right\}. \quad (3.5)$$

It is not hard to show that the minimum is always attained and that the function defined above is a distance: we will denote by $\Gamma_o(\mu^1, \mu^2)$ the subset of $\Gamma(\mu^1, \mu^2)$ where the minimum is attained, i.e.

$$\mu \in \Gamma_o(\mu^1, \mu^2) \iff \int_{X^2} |x_1 - x_2|^2 d\mu(x_1, x_2) = W_2^2(\mu^1, \mu^2). \quad (3.6)$$

Note that $\Gamma_o(\mu^1, \mu^2)$ is a closed convex subset of $\Gamma(\mu^1, \mu^2)$. In the case when $\mu^1$ vanishes on any Gaussian null set and, for every $\mu \in \mathcal{P}_2(X)$, we will denote by $T^{\mu}_{\sigma}$ the map given by the previous theorem; note that $(T^{\mu}_{\sigma})_{\#} = \sigma$ and $\int_X |T^{\sigma}_{\mu} - Id|^2 d\mu = W_2^2(\mu, \sigma)$.

Finally we recall the basic properties of convergence and compactness in $(\mathcal{P}_2(X), W_2)$; remember that a subset $K$ of $\mathcal{P}(X)$ is said to be tight if

$$\lim_{R \to +\infty} \sup_{\mu \in \mathcal{K}} \mu(X \setminus B_R) = 0, \quad (3.7)$$

and $2$-uniformly integrable if

$$\lim_{R \to +\infty} \sup_{\mu \in K} \int_{X \setminus B_R} |x|^2 d\mu(x) = 0. \quad (3.8)$$

**Theorem 3.4 (Existence and uniqueness of the optimal transport map).** Let $\mu^1, \mu^2 \in \mathcal{P}_2(X)$ and suppose that $\mu^1$ vanishes on any Gaussian null set. Then $\Gamma_o(\mu^1, \mu^2)$ contains only one element $\mu$, moreover $\mu$ is induced by a Borel map $r$ and $r$ is the Gateaux gradient of a convex function.

We will denote by $\mathcal{P}^g_2(X)$ the subset of $\mathcal{P}_2(X)$ made by all measures vanishing on any Gaussian null set and, for every $\mu \in \mathcal{P}^g_2(X)$, we will denote by $T^{\mu}_{\sigma}$ the map given by the previous theorem; note that $(T^{\mu}_{\sigma})_{\#} = \sigma$ and $\int_X |T^{\sigma}_{\mu} - Id|^2 d\mu = W_2^2(\mu, \sigma)$.

Finally we recall the basic properties of convergence and compactness in $(\mathcal{P}_2(X), W_2)$; remember that a subset $K$ of $\mathcal{P}(X)$ is said to be tight if

$$\lim_{R \to +\infty} \sup_{\mu \in \mathcal{K}} \mu(X \setminus B_R) = 0, \quad (3.7)$$

and $2$-uniformly integrable if

$$\lim_{R \to +\infty} \sup_{\mu \in \mathcal{K}} \int_{X \setminus B_R} |x|^2 d\mu(x) = 0. \quad (3.8)$$

**Theorem 3.5 (Compactness and convergence).** $(\mathcal{P}_2(X), W_2)$ is a complete and separable metric space. Moreover, a set $K \subset \mathcal{P}_2(X)$ is relatively compact if and only if it is tight and $2$-uniformly integrable. Finally, given a sequence $(\mu_n) \subset \mathcal{P}_2(X)$ and $\mu \in \mathcal{P}_2(X)$ it holds:

$$\lim_{n \to \infty} W_2(\mu_n, \mu) = 0 \iff \left\{ \begin{array}{l} \mu_n \text{ weakly converge to } \mu, \\ \{\mu_n\} \text{ is } 2\text{-uniformly integrable,} \end{array} \right. \quad (3.9)$$

where the weak convergence is w.r.t. the duality with continuous and bounded functions.
3.2. The Riemannian structure of \((\mathcal{P}_2(X), W_2)\). In this section we analyze the “Riemannian” structure of \((\mathcal{P}_2(X), W_2)\), developing a first order calculus which makes rigorous the approach pursued in [21] and is consistent with the Benamou–Brenier formula (3.15). Our starting point is to derive the differentiable structure of the space (i.e. the tangent bundle and the metric on it) starting from a characterization of the absolutely continuous curves, defined only through the metric of the space; notice that this viewpoint can also be used in a classical setting, e.g. a finite-dimensional Riemannian manifold embedded in a Euclidean space.

In the statement of the following theorem we use the class of cylindrical test functions in \(X\), of the form \(\varphi \circ \pi\) where \(\varphi \in C^\infty_c(\mathbb{R}^d)\) and \(\pi : X \to \mathbb{R}^d\) is the coordinate map induced by \(d\) orthonormal vectors in \(X\). If \(I \subset \mathbb{R}\) is an open interval, the class of cylindrical test functions in \(X \times I\) is defined analogously, using functions \(\varphi \in C^\infty_c(\mathbb{R}^d \times I)\).

**Theorem 3.6** (Absolutely continuous curves and the continuity equation). Let \(I \subset \mathbb{R}\) be an open interval, let \(\mu_t : I \to \mathcal{P}_2(X)\) be an absolutely continuous curve and let \(|\mu'| \in L^1(I)\) be its metric derivative. Then there exist Borel vector fields \(v_t(x)\) such that
\[
|v_t|_{L^2(\mu_t)} \leq |\mu'|(t) \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in I
\]
and the continuity equation
\[
\dot{\mu}_t + \nabla \cdot (v_t(\mu_t)) = 0 \quad \text{in } X \times (0, 1)
\]
holds in the sense of distributions, i.e.
\[
\int_0^1 \int_X \left( \partial_t \phi(x, t) + \langle v_t(x), \nabla_x \phi(x, t) \rangle \right) \, d\mu_t(x) \, dt = 0
\]
for any cylindrical function \(\varphi\) in \(X \times I\). Moreover, for \(\mathcal{L}^1\text{-a.e. } t \in I\) \(v_t\) belongs to the closure in \(L^2(\mu_t, X)\) of the subspace generated by the gradients of cylindrical functions in \(X\).

Conversely, if \(\mu_t : I \to \mathcal{P}_2(X)\) satisfies the continuity equation for some Borel velocity field \(v_t\) with \(|v_t|_{L^2(\mu_t)} \in L^1(I)\) then \(\mu_t\) is an absolutely continuous curve and \(|\mu'|(t) \leq |v_t|_{L^2(\mu_t)}\) for \(\mathcal{L}^1\text{-a.e. } t \in I\).

Obviously for a given curve \(\mu_t\) there is no uniqueness for the vector fields \(v_t\) satisfying the continuity equation (3.11): choosing vector fields \(w_t\) such that \(\nabla \cdot (w_t(\mu_t)) = 0\) the vectors \(v_t + w_t\) still satisfy (3.11). However the following facts suggest a canonical choice of \(v_t\):

- the vectors \(v_t\) act only on \(\nabla \varphi\), with \(\varphi\) cylindrical in \(X\);
- the second implication shows that the norm of \(v_t\) in \(L^2(\mu_t, X)\) is always greater than the metric derivative \(|\mu'|(t)\) for \(\mathcal{L}^1\text{-a.e. } t \in I\);
- the first implication shows that it is possible to have
\[
|v_t|_{L^2(\mu_t, X)} = |\mu'|(t) \quad \text{for } \mathcal{L}^1\text{-a.e. } t \in I;
\]
- the linearity of (3.11) and the strict convexity of the \(L^2\) norm imply the uniqueness of the vectors satisfying (3.13).

So it is natural to consider as velocity vectors those \(v_t\)'s for which both (3.11) and (3.13) hold and to give the following definition.
Definition 3.7 (Tangent bundle). Let \( \mu \in \mathcal{P}_2(X) \). We define
\[
\text{Tan}_\mu \mathcal{P}_2(X) := \{ \nabla \varphi : \varphi \text{ cylindrical in } X \}_L^{2(\mu)}.
\]

Remark 3.8. As we said before, vectors in \( \text{Tan}_\mu \mathcal{P}_2(X) \subset L^2(\mu, X) \) can be characterized even by the following variational principle: \( v \in \text{Tan}_\mu \mathcal{P}_2(X) \) if
\[
\|v + w\|_{L^2(\mu)} \geq \|v\|_{L^2(\mu)} \quad \forall w \in L^2(\mu; X) \text{ such that } \nabla \cdot (w\mu) = 0.
\]

The tangent space, being a closed subspace of \( L^2(\mu, X) \), is endowed with a natural inner product \( \langle \cdot, \cdot \rangle_\mu \); however the space \( (\mathcal{P}_2(X), W_2) \) is not an infinite dimensional Riemannian manifold (not even in the Euclidean case \( X = \mathbb{R}^d \)) or for measures \( \mu \) with a smooth density since it is not possible to define an exponential map from a neighbourhood of the origin in \( \text{Tan}_\mu \mathcal{P}_2(X) \) into \( \mathcal{P}_2(X) \) which is an homeomorphism. This is due to the fact that the characterization of geodesics in the space gives
\[
ex_\mu(w) := (Id + w)_\# \mu
\]
provided \( x \mapsto x + w(x) \) is the gradient of a convex function. On the other hand, there are elements \( v \in \text{Tan}_\mu \mathcal{P}_2(\mathbb{R}^d) \) whose second derivatives are unbounded from below, therefore \( x \mapsto x + hv(x) \) is not an optimal transport map for any \( h > 0 \).

In spite of this difference we keep the terminology Riemannian structure since there are a lot of analogies with the Riemannian case (these analogies lead in [9] to the terminology of Riemannian length space): the most relevant one is that indeed the Wasserstein metric is the Riemannian metric induced by the tangent bundle and its inner product defined above. This fact was noticed independently by Benamou and Brenier [6] and Otto [21], in the case when \( X = \mathbb{R}^d \) and all measures under consideration are absolutely continuous with respect to \( \mathcal{L}^d \).

Theorem 3.9 (Benamou–Brenier formula). Given \( \mu^0, \mu^1 \in \mathcal{P}_2(X) \) it holds
\[
W_2^2(\mu^0, \mu^1) = \inf \int_0^1 \|v_t\|^2_{L^2(\mu_t)} dt,
\]
where the infimum is taken among all absolutely continuous curves \( \mu_t : [0, 1] \rightarrow \mathcal{P}_2(X) \) such that \( \mu_i = \mu^i \) for \( i = 0, 1 \) and \( v_t \) are given by the equations (3.11) and (3.13).

The following theorem shows how to recover the tangent vectors \( v_t \) through the infinitesimal behaviour of optimal transport plans along the curve. It is interesting to note that in the limit we recover a plan \( (Id \times v_t)_{\#} \mu_t \) induced by a map even when \( \mu_t \) is not necessarily regular.

Theorem 3.10 (Optimal plans along a.c. curves). Let \( \mu_t : I \rightarrow \mathcal{P}_2(X) \) be an absolutely continuous curve and let \( v_t \in \text{Tan}_{\mu_t} \mathcal{P}_2(X) \) be its velocity vector. Then, for \( \mathcal{L}^1 \)-a.e. \( t \in I \) the following property holds: for any choice of \( \mu_h \in \Gamma_0(\mu_t, \mu_{t+h}) \) we have
\[
\lim_{h \to 0} \left( \pi^1, \frac{1}{h} (\pi^2 - \pi^1) \right)_{\#} \mu_h = (Id \times v_t)_{\#} \mu_t \quad \text{in } \mathcal{P}_2(X \times X)
\]
and
\[
\lim_{h \to 0} \frac{W_2(\mu_{t+h}, (Id + hv_t)_{\#} \mu_t)}{|h|^{\frac{1}{11}}} = 0.
\]
In particular, for $\mathcal{L}^1$-a.e. $t \in I$ such that $\mu_t \in \mathcal{P}_2^r(X)$ we have
\[
\lim_{h \to 0} \frac{1}{h}(T_{\mu_t}^{\mu_t+h} - Id) = v_t \quad \text{in } L^2(\mu_t, X).
\]
(3.18)

The notions and theorems just introduced lead in a natural way to the concept of differentiability; all definitions and results given below can be adapted to any measure (see [3]) but, for the sake of simplicity, we will state them only for regular ones. The technical problem which arises without this assumption is that in general an optimal transport plan is not induced by a map.

**Definition 3.11** (Differentiability at regular measures). We say that $\phi : \mathcal{P}_2(X) \to \mathcal{P}_2(X)$ is differentiable at $\mu \in \mathcal{P}_2^r(X)$ if there exists $v \in \text{Tan}_\mu \mathcal{P}_2(X)$ such that
\[
\lim_{\mu' \to \mu} \frac{\phi(\mu') - \phi(\mu) - \langle v, T_{\mu}^{\mu'} - Id\rangle_\mu}{W_2(\mu', \mu)} = 0.
\]
The vector $v$ if exists is unique, and it will be called differential of $\phi$ at $\mu$.

An interesting and useful fact is that for any $\sigma \in \mathcal{P}_2(X)$ the function $\mu \mapsto W_2^2(\mu, \sigma)$ is differentiable at any $\mu \in \mathcal{P}_2^r(X)$.

**Theorem 3.12** (Differential of the squared distance). The function $\mu \mapsto W_2^2(\mu, \sigma)$ is differentiable at any $\mu \in \mathcal{P}_2^r(X)$. Its differential is $v := 2(Id - T_{\mu}^{\sigma})$.

Note that by Theorem 3.10 it follows that if $\mu_t$ is an absolutely continuous curve and $\phi$ a function which is differentiable at $\mu_t$ for $\mathcal{L}^1$-a.e. $t$, then the map $t \mapsto \phi(\mu_t)$ is $\mathcal{L}^1$-a.e. differentiable and its derivative is $\langle w_t, v_t \rangle_{\mu_t}$, where $w_t$ is the differential of $\phi$ at $\mu_t$ and $v_t$ is the velocity vector of the curve. In particular for any curve $t \mapsto \mu_t \in \mathcal{P}_2^r(X)$ and any $\sigma \in \mathcal{P}_2(X)$ the derivative of the function $t \mapsto W_2^2(\mu_t, \sigma)$ exists $\mathcal{L}^1$-a.e. and is equal to $2(Id - T_{\mu_t}^{\sigma}, v_t)_{\mu_t}$. One can show, using again Theorem 3.10, that this differentiability property is still true for maps $t \mapsto \mu_t \in \mathcal{P}_2(X)$ and, in this case, the derivative involves optimal transport plans instead of optimal transport maps.

### 3.3. Subdifferential and gradient flow.

Following the same ideas of the previous section it seems that the most natural definition of subdifferential $\partial^- \phi(\mu)$ of the function $\phi$ at a point $\mu \in \mathcal{P}_2^r(X)$ is
\[
v \in \partial^- \phi(\mu) \quad \text{iff} \quad \phi(\sigma) \geq \phi(\mu) + \langle v, T_{\mu}^{\sigma} - Id \rangle_{\mu} \quad \forall \sigma \in \mathcal{P}_2(X).
\]
(3.19)

However, for technical reasons, in order to obtain stronger pointwise properties of the subdifferential operator (for instance the closure) we need to extend this notion.

In the following definition we need to consider multiple plans, i.e. probability measures in $X \times X \times X$; we denote by $\pi^{i,j} : X^3 \to X^2$ the canonical projections, for $1 \leq i, j \leq 3$.

**Definition 3.13** (Subdifferential). Let $\phi : \mathcal{P}_2(X) \to (-\infty, +\infty]$ and let $\mu \in D(\phi)$. A plan $\mu \in \mathcal{P}_2(X \times X)$ belongs to the subdifferential of $\phi$ at $\mu$, denoted by $\partial^- \phi(\mu)$ if
(i) $\pi_{3\mu}^i \mu = \mu$;
Remark 3.14. The set

Proposition 3.15 (Closure of the subdifferential operator) in the sense specified by the next proposition.

Gradient flow. Definition 3.16 formula (3.20) reduces to the one in (3.19) if \( \mu \) since it may happen that a measure \( \mu \) in the subdifferential is not induced by a map; the formula (3.20) reduces to the one in (3.19) if \( \mu \) is regular and \( \mu = (1d \times v)_{\#} \mu \).

Remark 3.14. The set \( \partial^- \phi(\mu) \) is a closed convex subset of \( P_2(X \times X) \).

As we said before one can show that the subdifferential just defined is a closed operator, in the sense specified by the next proposition.

Proposition 3.15 (Closure of the subdifferential operator). Let \( \phi : P_2(X) \rightarrow (-\infty, +\infty) \) be a lower semicontinuous functional and assume that \( (\mu_h) \subset D(\phi) \) converge to \( \mu \in D(\phi) \) in \( P_2(X) \) and \( \mu_h \in \partial^- \phi(\mu_h) \) narrowly converge to \( \mu \), with \( \int |x|^2 d\mu_h \) bounded. Then \( \mu \in \partial^- \phi(\mu) \).

Now we turn to the definition of gradient flow, based on the differentiable structure of the Wasserstein space; we will soon show that in the case of geodesically convex functionals this notion coincides with the purely metric one of curve of maximal slope.

Definition 3.16 (Gradient flow). We say that a map \( \mu_t \in AC^2_{loc}((0, +\infty); P_2(X)) \) is a solution of the gradient flow equation

\[
\dot{\mu}_t = -\partial^- \phi(\mu_t) \tag{3.21}
\]

if for \( L^1 \)-a.e. \( t > 0 \) its velocity vector \( v_t \in \Tan_{\mu_t} P_2(X) \) satisfies \( (1d \times v_t)_{\#} \mu \in \partial^- \phi(\mu_t) \).

The key ingredient for the equivalence we stated before is the following lemma.

Lemma 3.17 (Metric slope and subdifferential). Let \( \phi : P_2(X) \rightarrow (-\infty, +\infty) \) be a geodesically convex and l.s.c. functional satisfying

\[
\phi(\mu) \geq -aW_2^2(\mu, \bar{\mu}) + b \quad \forall \mu \in P_2(X) \tag{3.22}
\]

for some \( a > 0 \), \( b \in \mathbb{R} \) and \( \bar{\mu} \in P_2(X) \). Then

\[
|\partial \phi|^2(\mu) = \min \left\{ \int_{X \times X} |x|^2 d\mu : \mu \in \partial^- \phi(\mu) \right\} \quad \forall \mu \in D(\phi),
\]

with the convention \( \min \emptyset = +\infty \).

Theorem 3.18 (Curves of maximal slope coincide with gradient flows). Let \( \phi : P_2(X) \rightarrow (-\infty, +\infty) \) be a geodesically convex and l.s.c. functional satisfying (3.22). Then \( \mu_t : (0, +\infty) \rightarrow P_2(X) \) is a curve of maximal slope according to Definition 2.4 iff \( \mu_t \) is a gradient flow.

Because of this equivalence, in order to show the existence of gradient flows we can apply the Theorems 2.8, 2.9, 2.13, 2.16 of the previous section; in this case it is convenient to choose as weak topology the one induced by the narrow convergence (i.e. in the duality with continuous and bounded functions in \( X \)). But one can also use the differentiable
structure of the space and pass to the limit in a kind of discrete subdifferential inequality, in the same spirit of [15] (but the energy arguments involved in the metric theory seem to be more general, handling for instance also singular measures or the case when $p \neq 2$).

As we already said, uniqueness of curves of maximal slope is still an open problem under the only geodesic convexity assumption. In this case, however, one can use the differentiable structure of the Wasserstein space, and in particular the differentiability properties of the distance recalled above, to show a kind of contraction property leading to uniqueness.

**Theorem 3.19** (Uniqueness of gradient flows). If $\phi : \mathcal{P}_2(X) \to (-\infty, +\infty]$ is a geodesically convex functional then for any $\mu_0 \in \mathcal{P}_2(X)$ there is at most one gradient flow $\mu_t : (0, +\infty) \to \mathcal{P}_2(X)$ satisfying $\lim_{t \downarrow 0} \mu_t = \mu_0$.

Finally, it is important to note that, quite surprisingly, for a large class of geodesically convex functionals considered in the literature (the internal energy, the potential energy and the interaction energy considered in [19]), even the Assumption 2.15 is satisfied and therefore not only uniqueness of the gradient flow, but also error estimates for the implicit time discretization scheme are available, according to Theorem 2.16 (also, existence does not require anymore any compactness property of the sublevels of $\phi$). In fact, even though the geodesics of the space $\mathcal{P}_2(X)$ do not satisfy the inequality (2.25) (actually it was first noticed in [21] that always the opposite inequality holds!), it is possible to interpolate with different curves along which a geodesically convex functional is (often, but not always) convex and (2.25) holds. Given $\mu_0, \mu_1 \in \mathcal{P}_2(X)$, the curves we are talking about are

$$\mu_t := \left( (1-t)T_\mu^{\mu_0} + tT_\mu^{\mu_1} \right) \# \mu$$

in the case when $\mu \in \mathcal{P}_2(X)$ (the general definition requires multiple transport plans, as in the definition of the subdifferential).
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