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Abstract. We use the distances introduced in a previous joint paper to exhibit the gradient flow structure of some drift-diffusion equations for a wide class of entropy functionals. Functional inequalities obtained by the comparison of the entropy with the entropy production functional reflect the contraction properties of the flow. Our approach provides a unified framework for the study of the Kolmogorov-Fokker-Planck (KFP) equation.
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1. Setting of the problem. Our starting point concerns nonnegative solutions with finite mass of the heat equation in R^d

\[ \partial_t u_t = \Delta u_t. \]  

(1.1)

It is straightforward to check that for any smooth enough solution of (1.1) and any C^2 convex function ψ,

\[ \frac{d}{dt} \int_{R^d} \psi(u_t) \, dx = -\int_{R^d} \psi''(u_t) |Du_t|^2 \, dx \]

so that \( \int_{R^d} \psi(u_t) \, dx \) plays the role of a Lyapunov functional. To extract some information out of such an identity, one needs to analyze the relation between \( \int_{R^d} \psi(u_t) \, dx \) and \( \int_{R^d} \psi''(u_t) |Du_t|^2 \, dx \). This can be done using Green’s function or moment estimates, with the drawback that these quantities are explicitly t-dependent. It is simpler to rewrite the equation in self-similar variables and replace (1.1) by the Fokker-Planck (FP) equation

\[ \partial_t v_t = \Delta v_t + \nabla \cdot (x \, v) . \]  

(1.2)

This can be done without changing the initial data by the time-dependent change of variables

\[ u_t(x) = \frac{1}{R(t)^d} \, v_t \left( \frac{x}{R(t)} \right) , \quad R(t) = \sqrt{1 + 2t} . \]

We shall restrict our approach to nonnegative initial data \( u_0 = v_0 \). By linearity, we can further assume that

\[ \int_{R^d} v_t \, dx = \int_{R^d} u_t \, dx = \int_{R^d} u_0 \, dx = 1 \]
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without loss of generality. We shall also assume that \( \psi \) is defined on \( \mathbb{R}^+ \). Up to the change of \( \psi \) into \( \tilde{\psi} \) such that \( \tilde{\psi}(s) = \psi(s) - \psi(1) - \psi'(1)(s - 1) \), we can also assume that \( \psi \) is nonnegative on \( \mathbb{R}^+ \) and achieves its minimum value, zero, at \( s = 1 \).

Eq. (1.2) has a unique nonnegative stationary solution \( v = \gamma \) normalized such that \( \int_{\mathbb{R}^d} \gamma \, dx = 1 \), namely

\[
\gamma(x) = \frac{e^{-|x|^2/2}}{(2\pi)^{d/2}} \quad \forall x \in \mathbb{R}^d.
\]

If we introduce \( \rho_t = v_t/\gamma \), then \( \rho_t \) is a solution of the Ornstein-Uhlenbeck, or Kolmogorov-Fokker-Planck (KFP), equation

\[
\partial_t \rho_t = \Delta \rho_t - x \cdot D \rho_t \tag{1.3}
\]

with initial data \( \rho_0 = v_0/\gamma \). After identifying \( \gamma \) with the measure \( \gamma \mathcal{L}^d \), the relevant Lyapunov functional, or entropy, is \( \int_{\mathbb{R}^d} \psi(\rho_t) \, d\gamma \) and

\[
\frac{d}{dt} \int_{\mathbb{R}^d} \psi(\rho_t) \, d\gamma = - \int_{\mathbb{R}^d} \psi''(\rho_t) |D \rho_t|^2 \, d\gamma.
\]

We shall restrict our study to a class of functions \( \psi \) for which the entropy and the entropy production functional are related by the inequality

\[
2\lambda \int_{\mathbb{R}^d} \psi(\rho) \, d\gamma \leq \int_{\mathbb{R}^d} \psi''(\rho) |D \rho|^2 \, d\gamma \tag{1.4}
\]

for some \( \lambda > 0 \) (it turns out that in the case of the Gaussian measure we can choose \( \lambda = 1 \)). This allows us to prove that the entropy is exponentially decaying, namely

\[
\int_{\mathbb{R}^d} \psi(\rho_t) \, d\gamma \leq \left( \int_{\mathbb{R}^d} \psi(\rho_0) \, d\gamma \right) e^{-2\lambda t} \quad \forall t \geq 0,
\]

if \( \rho_t \) is a solution of (1.3) and if \( \lambda \) is positive. A sufficient condition for such an inequality is that

\[
\text{the function } h := 1/\psi'' \text{ is concave} \tag{1.6}
\]

(see for instance [8]). At first sight, this may look like a technical condition but it has some deep implications. We are indeed interested in exhibiting a gradient flow structure for (1.2) associated with the entropy or, to be more precise, to establish that, for some distance, the gradient flow of the entropy is actually (1.2). It turns out that (1.6) is the natural condition as we shall see in Section 3.2.

The entropy decays exponentially according to (1.5) not only when one considers the \( L^2_\gamma(\mathbb{R}^d) \) norm (the norm of the square integrable functions with respect to the Gaussian measure \( \gamma \)), i.e. the case \( \psi(\rho) = (\rho - 1)^2/2 \), or the classical entropy built on \( \psi(\rho) = \rho \log \rho \), for which (1.3) is the gradient flow with respect to the usual Wasserstein distance (according to the seminal paper [24] of Jordan, Kinderlehrer and Otto). We also have an exponential decay result of any entropy generated by

\[
\psi(\rho) = \frac{\rho^{2-\alpha} - 1 - (2 - \alpha)(\rho - 1)}{(2 - \alpha)(1 - \alpha)} =: \psi_\alpha(\rho), \quad \alpha \in [0, 1),
\]
and more generally any \( \psi \) satisfying (1.6). Notice by the way that
\( \psi(\rho) = \psi_\alpha(\rho) \) is compatible with (1.6)
if and only if \( \alpha \in [0, 1) \) and that
\( \psi(\rho) = \rho \log \rho \) appears as the limit case when \( \alpha \to 1^- \).

The exponential decay is a striking property which raises the issue of the hidden
mathematical structure, a question asked long ago by F. Poupaud. As already
mentioned, the answer lies in the gradient flow interpretation and the construction
of the appropriate distances. Such distances, based on an action functional related
to \( \psi \), have been studied in [21]. Our purpose is to exploit this action functional
for the construction of gradient flows, not only in the case corresponding to (1.3)
but also for KFP equations based on general \( \lambda \)-convex potentials \( V \). For the convenience
of the reader, the main steps of the strategy have been collected in Section 2 without
technical details (for instance on the measure theoretic aspects of our approach).

Coming back to our basic example, namely the solution of (1.3), we may observe
that a solution can easily be represented using the Green kernel of the heat equation
and our time-dependent change of variables. If \( \psi(\rho) = \psi_\alpha(\rho), \alpha \in [0, 1) \),
we may observe that the exponential decay of the entropy can be obtained using the known
properties of the heat flow and the homogeneity of \( \psi_\alpha \), while the contraction properties
of the heat flow measured in the framework of the weighted Wasserstein distances
introduced in [21] can be translated into the exponential decay of the distance of the
solution of (1.3) to the gaussian measure \( \gamma \), if we assume that \( \rho \gamma \) is a probability
measure. We shall however not pursue in this direction as it is very specific of the
potential \( V(x) = \frac{1}{2} |x|^2 \) and of the heat flow (for which an explicit Green function is
available).

Let us conclude this introductory section by a brief review of the literature on the
functional inequalities based on entropies such that (1.6) holds. Such functionals are
sometimes called \( \varphi \)-entropies. In this paper, we shall however avoid this denomination
to prevent from possible confusions with the function \( \phi \) and the functional \( \Phi \) used
below to define the action and the weighted Wasserstein distances \( W_h \).

We shall refer to [16, 25] for a probabilistic point of view. A proof of (1.5) under
Assumption (1.6) and an hypothesis of convexity of \( V \) can be found for instance
in [8] or in the more recent paper [15]. This approach is based on the Bakry-Emery
method [9, 18] and heavily relies on the flow of KFP or, equivalently, on the geometric
properties of the Ornstein-Uhlenbeck operator (using the carré du champ: see [15]).
Strict convexity of the potential is usually required, but can be removed afterwards
by various methods: see [8, 10, 20]. For capacity-measure approaches of (1.4), we
shall refer to [11, 12, 19]. The inequality (1.4) itself has been introduced in [13] with
a proof based on the hypercontractivity of the heat flow and spectral estimates, and
later refined and adapted to general potentials in [6].

Concerning gradient flows and distances of Wasserstein type, there has been a
huge activity over the last years. We can refer to [24, 14] for fundamental ideas, and
to two books, [3, 27], for a large overview of the field. Many other contributions in
this area will be quoted whenever needed in the proofs.

2. Formal point of view: definitions, strategy and main results. In Section 1,
we have considered the case of the harmonic potential \( V(x) = \frac{1}{2} |x|^2 \). We
generalize the setting to any smooth, convex potential \( V : \mathbb{R}^d \to \mathbb{R} \) with
\[
D^2 V \geq \lambda I, \quad \lambda \geq 0,
\] (2.1)
and consider the reference measure $\gamma$ given by

$$\gamma := e^{-V} \mathcal{L}^d,$$

where $\mathcal{L}^d$ denotes Lebesgue’s measure on $\mathbb{R}^d$. We assume that

$$\gamma(\mathbb{R}^d) = \int_{\mathbb{R}^d} e^{-V} \, dx =: Z < \infty.$$  

Next we define the action density $\phi : (0, \infty) \times \mathbb{R}^d \to \mathbb{R}$ as

$$\phi(\rho, w) := g(\rho) |w|^2 = \frac{|w|^2}{h(\rho)}$$

for some concave, positive, non-decreasing function $h$ with sublinear growth. The function $g$ is therefore convex and also satisfies the condition

$$2(g')^2 \leq gg''.$$  

Our main example is $h(\rho) := \rho^\alpha$ for some $\alpha \in (0, 1)$. Based on the action density, we can define the action functional by

$$\Phi(\rho, w) := \int_{\mathbb{R}^d} \phi(\rho, w) \, d\gamma.$$  

The Kolmogorov-Fokker-Planck (KFP) equation. With the notations $\Delta_{\gamma} := \Delta - DV \cdot D$, the equation

$$\partial_t \rho_t - \Delta_{\gamma} \rho_t = 0$$

determines the Kolmogorov-Fokker-Planck (KFP) flow $S_t : \rho_0 \mapsto \rho_t$. Its first variation, $R_t : w_0 \mapsto w_t$, can be obtained as the solution of the modified Kolmogorov-Fokker-Planck equation

$$\partial_t w_t - \Delta_{\gamma} w_t + D^2 V w_t = 0.$$  

If $w_0 = D\rho_0$, then $w_t = D\rho_t$, which can be summarized by

$$D(S_t \rho_0) = R_t(D\rho_0).$$

By duality, using the notations $\nabla_{\gamma} \cdot w := \nabla \cdot w - DV \cdot w$ and $\nabla \cdot w := \sum_{i=1}^d \partial w_i / \partial x_i$, if $\nabla_{\gamma} \cdot w_0 = \rho_0$, we also find that $\nabla_{\gamma} \cdot w_t = \rho_t$, which amounts to

$$\nabla_{\gamma} \cdot (R_t w_0) = S_t(\nabla_{\gamma} \cdot w_0)$$

(see Theorem 5.4 for details). If $\mu = \rho \gamma$, we define the semigroup $S_t$ acting on measures by $S_t \mu := (S_t \rho) \gamma$.

Consider an entropy density function $\psi$ such that $\psi(1) = \psi'(1) = 0$. If we define the entropy functional by

$$\Psi(\rho) := \int_{\mathbb{R}^d} \psi(\rho) \, d\gamma$$
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and the entropy production, or generalized Fisher information functional, as the action functional for the particular choice $w = D\rho$, i.e.

$$P(\rho) := \Phi(\rho, D\rho),$$

then, along the KFP flow, we get

$$\frac{d}{dt} \Psi(\rho_t) = -P(\rho_t) = -\Phi(\rho_t, D\rho_t)$$

(2.8)

for a solution $\rho_t$ of (2.6) if $\psi'' = g$.

Notice that (1.6) and (2.4) are equivalent. See Section 3.2 for more details. The main estimate for this paper goes as follows.

**Theorem 2.1.** Under Assumptions (2.1)–(2.4), if $\Phi(\rho_0, w_0) < \infty$, $\rho_t = S_t \rho_0$ and $w_t = R_t w_0$, then

$$\frac{d}{dt} \Phi(\rho_t, w_t) + 2\lambda \Phi(\rho_t, w_t) \leq 0 \quad \forall t \geq 0.$$

(2.9)

In particular the action functional decays exponentially if $\lambda$ is positive:

$$\Phi(\rho_t, w_t) \leq e^{-2\lambda t} \Phi(\rho_0, w_0) \quad \forall t \geq 0.$$

At formal level, this follows by an easy convexity argument. The rigorous proof requires many regularizations. See Theorem 6.1 for a more detailed version of this result. Now let us review some of the consequences of Theorem 2.1.

**Entropy, entropy production and generalized Poincaré inequalities.** We can now apply Theorem 2.1 to the KFP flow. With $w = D\rho$, we find that the entropy production functional decays exponentially:

$$\frac{d}{dt} P(\rho_t) + 2\lambda P(\rho_t) \leq 0, \quad P(\rho_t) \leq e^{2\lambda t} P(\rho_0) \quad \forall t \geq 0$$

(2.10)

if $\lambda$ is positive. By integrating (2.8) along the KFP flow when $t$ varies in $\mathbb{R}^+$, using (2.10) and $\Psi(1) = 0$, we recover for $\rho = \rho_0$ the generalized Poincaré inequalities

$$\Psi(\rho) \leq \frac{1}{2\lambda} P(\rho)$$

(2.11)

found by Beckner in [13] in the case of the harmonic potential and for $h(\rho) := \rho^\alpha$, $\alpha \in (0, 1)$, and generalized for instance in [8]. Such inequalities interpolate between Poincaré and logarithmic Sobolev inequalities.

If we combine (2.11) with (2.10), we find that the entropy decays according to

$$\frac{d}{dt} \Psi(\rho_t) + 2\lambda \Psi(\rho_t) \leq 0, \quad \Psi(\rho_t) \leq e^{-2\lambda t} \Psi(\rho_0) \quad \forall t \geq 0.$$

By integrating from $0$ to $t$ the inequality

$$\frac{d}{dt} \left( t P(\rho_t) \right) = P(\rho_t) + t \frac{d}{dt} P(\rho_t) \leq P(\rho_t) = -\frac{d}{dt} \Psi(\rho_t),$$

(5)
which itself follows from (2.8) and (2.10), we observe a first regularization effect along the KFP flow, namely

$$tP(\rho_t) \leq \Psi(\rho_0) \quad \forall t \geq 0 .$$

(2.12)

If \( \lambda \) is positive, we can refine this estimate and actually prove by the same method that \( \frac{2^m-1}{2^m} P(\rho_t) \leq \Psi(\rho_0) \) for any \( t \geq 0 \).

**The h-Wasserstein distance.** If \( \mu \) is a measure with absolutely continuous part \( \rho \) with respect to \( \gamma \), and singular part \( \mu \perp \), if \( \nu \) is a vector valued measure which is absolutely continuous with respect to \( \gamma \) and has a modulus of continuity \( w \), i.e. if

$$\mu = \rho \gamma + \mu \perp \quad \text{and} \quad \nu = w \gamma ,$$

(2.13)

we can extend the action functional \( \Phi \) to the measures \( \mu \) and \( \nu \) by setting

$$\Phi(\mu, \nu) = \Phi(\rho, w) = \int_{\mathbb{R}^d} \phi(\rho, w) \, d\gamma .$$

We shall say that there is an admissible path connecting \( \mu_0 \) to \( \mu_1 \) if there is a solution \((\mu_s, \nu_s)_{s \in [0,1]} \) to the continuity equation

$$\partial_s \mu_s + \nabla \cdot \nu_s = 0 , \quad s \in [0,1] ,$$

and will denote by \( \Gamma(\mu_0, \mu_1) \) the set of all admissible paths. With these tools, we can define the h-Wasserstein distance between \( \mu_0 \) and \( \mu_1 \) by

$$W^2_h(\mu_0, \mu_1) := \inf \left\{ \int_0^1 \Phi(\mu_s, \nu_s) \, ds : (\mu, \nu) \in \Gamma(\mu_0, \mu_1) \right\} .$$

Notice that \( h \) in "h-Wasserstein distance" refers to the dependence of \( \Phi \) in \( h \) through the action density \( \phi \), the usual Wasserstein distance corresponding to \( h(\rho) = \rho \). If \( (\mu_t)_{t \in (0,T)} \) is a curve of measures, its h-Wasserstein velocity \( |\dot{\mu}_t| \) is determined by

$$|\dot{\mu}_t|^2 = \inf_{\nu} \left\{ \Phi(\mu, \nu) : \nabla \cdot \nu = -\partial_t \mu \right\} .$$

Using the decomposition (2.13), we compute the derivative of the entropy along the curve \( (\mu_t)_{t \in (0,T)} \) as

$$\frac{d}{dt} \Psi(\rho_t) = \int_{\mathbb{R}^d} \psi'(\rho_t) \partial_t \rho_t \, d\gamma = \int_{\mathbb{R}^d} \psi''(\rho_t) D\rho_t \cdot \omega_t \, d\gamma$$

and find that

$$-\frac{d}{dt} \Psi(\rho_t) = -\int_{\mathbb{R}^d} \sqrt{\psi''(\rho_t)} D\rho_t \cdot \sqrt{\psi''(\rho_t)} \omega_t \, d\gamma \leq \sqrt{P(\rho_t)} |\dot{\mu}_t|$$

(2.14)

by the Cauchy-Schwarz inequality. Along the KFP flow, we know that

$$\frac{d}{dt} \Psi(\rho_t) = -P(\rho_t) = -|\dot{\mu}_t|^2 = -\sqrt{P(\rho_t)} |\dot{\mu}_t| ,$$

which is the equality case in (2.14). This characterizes the KFP flow as the steepest descent flow of the entropy \( \Psi \), i.e. this is a first characterizaion of KFP as the gradient flow of \( \Psi \) with respect to the h-Wasserstein distance.
The KFP flow connects \( \mu = \rho \gamma \) with \( \mu_\infty = \gamma \) and it has been established in [21] that one can estimate the length of the path by

\[
W_h(\mu, \gamma) = \int_0^\infty \sqrt{P(\rho_t)} \, dt = \int_0^\infty |\dot{\mu}_t| \, dt \tag{2.15}
\]

(see Section 3.5 for details). According to (2.10), we get

\[
W_h(\mu, \gamma) \leq \sqrt{P(\rho)} \int_0^\infty e^{-\lambda t} \, dt = \frac{1}{\lambda} \sqrt{P(\rho)} .
\]

This establishes the entropy production–distance estimate

\[
W_h(\mu, \gamma) \leq \frac{1}{\lambda} \sqrt{P(\rho)} , \quad \text{if} \quad \mu = \rho \gamma .
\]

Along the KFP flow, we also find that

\[
-\frac{d}{dt} \sqrt{\Psi(\rho)} = \frac{P(\rho_t)}{2\sqrt{\Psi(\rho_t)}} \geq \sqrt{\frac{\lambda}{2} P(\rho_t)}
\]

using (2.11). By applying (2.15), this establishes the (Talagrand) entropy–distance estimate

\[
W_h^2(\mu, \gamma) \leq \frac{2}{\lambda} \Psi(\rho) .
\]

**Contraction properties and gradient flow structure.** Here as in [21], we use the technique introduced in [26] and extended in [17, §2]: we consider a geodesic (or an approximation of a geodesic), and evaluate the derivative of the action functional along a family of curves obtained by evolving the geodesic with the KFP flow.

Consider an \( \varepsilon \)-geodesic \((\rho^s, w^s)\) connecting \( \mu^0 = \rho^0 \gamma \) to \( \mu^1 = \rho^1 \gamma \), i.e. an admissible path in \( \Gamma(\mu_0, \mu_1) \) such that \( \Phi(\rho^0_0, w^0_0) \leq W_h^2(\rho^0_0, \rho^1_0) + \varepsilon \) for any \( s \in (0,1) \) and observe that by (2.7), we know that \((\rho^s_t = S_t \rho^s, w^s_t = R_t w^s)\) is still an admissible curve connecting \( S_t \rho^0 \) to \( S_t \rho^1 \). Therefore (2.9) yields

\[
W_h^2(\rho^0_t, \rho^1_t) \leq \int_0^1 \Phi(\rho^s_t, w^s_t) \, ds \leq e^{-2\lambda t} \int_0^1 \Phi(\rho^0_0, w^0_0) \, ds \leq e^{-2\lambda t} (W_h^2(\rho^0_0, \rho^1_0) + \varepsilon) ,
\]

which, by letting \( \varepsilon \to 0 \), proves that the KFP flow contracts the distance:

\[
W_h(S_t \mu^0, S_t \mu^1) \leq e^{-\lambda t} W_h(\mu^0, \mu^1) \quad \forall t \geq 0 .
\]

See Theorem 7.1 for more details.

Next, we should again consider an \( \varepsilon \)-geodesic, but for simplicity we assume that there is a geodesic \((\rho^s, w^s)\) connecting \( \sigma = \mu^0 = \rho^0 \gamma \) to \( \mu = \mu^1 = \rho^1 \gamma \), i.e. such that \( \Phi(\rho^s, w^s) = W_h^2(\sigma, \mu) \), and consider the path

\[
(\rho^s_t, w^s_t) := (S_{st} \rho^s, R_{st} w_s + t D \rho^s_t)
\]

connecting \( \sigma \) to \( \mu_t := S_{tt} \mu \). Notice that our notations mean that \( \rho^s = \rho^0_0 \). Since

\[
\frac{\partial_s \rho^s_t}{\partial_s} = \rho^s_t + t \Delta_\gamma \rho^s_t = \nabla_\gamma \cdot (w^s_t + t D \rho^s_t) ,
\]
the path is admissible and, as a consequence,
\[ W^2_h(\mu_t, \sigma) \leq \int_0^1 \Phi(\rho_t^*, w_t^*) \, ds. \]

We can therefore differentiate the right hand side in the above inequality instead of the distance and furthermore notice that it is sufficient to do it at \( t = 0 \); see Theorem 7.2 and its proof for details. Along the KFP flow we find that
\[ \frac{1}{2} \frac{d}{dt} W^2_h(\mu_t, \sigma) + \lambda \frac{1}{2} W^2_h(\mu_t, \sigma) \leq \Psi(\sigma | \gamma) - \Psi(\mu_t | \gamma). \] (2.16)

This is the strongest metric formulation of a \( \lambda \)-contracting gradient flow. Here we have defined the relative entropy as \( \Psi(\mu | \gamma) := \psi(\rho) \) if \( \mu \ll \gamma \) and \( \mu = \rho \gamma \), and \( \Psi(\sigma | \gamma) := +\infty \) otherwise. Hence we recover a second characterization of the fact that KFP is the gradient flow of \( \Psi \) with respect to \( W_h \).

As another consequence, the entropy \( \Psi \) is geodesically \( \lambda \)-convex. This follows from (2.16). Fix a geodesic \( \mu^s \) between \( \mu^0 \) and \( \mu^1 \), follow the evolution of \( \mu^s \) by KFP taking first \( \mu^0 \) and then \( \mu^1 \) fixed, and apply (2.16) with \( \mu_t := S_t\mu^s \) and \( \mu = \mu^0 \) or \( \mu = \mu^1 \). Because of the minimality of the energy along the geodesic at time \( t = 0 \), by summing the two resulting inequalities we prove the convexity inequality of \( \Psi \). See [17] Theorem 3.2 for more details.

As a final observation, let us notice that, directly from the metric formulation (2.16), it follows that the KFP flow also has the following regularizing properties:
\[ \Psi(\rho_t) \leq \frac{1}{2t} W^2_h(\rho_0, \gamma) \quad \text{and} \quad P(\rho_t) \leq \frac{1}{t^2} W^2_h(\rho_0, \gamma) \quad \forall \ t \geq 0. \]

The first estimate can indeed be obtained by integrating (2.16) (with \( \lambda = 0 \) and \( \sigma = \gamma \)) from 0 to \( t \) and recalling that \( t \mapsto \Psi(\rho_t) \) is decreasing. As for the second one, we observe that also \( t \mapsto P(\rho_t) \) is decreasing by (2.11), so that (2.12) and (2.16) yield
\[ \frac{d}{dt} \left( \frac{t^2}{2} P(\rho_t) \right) \leq t P(\rho_t) \leq \Psi(\rho_t) \leq - \frac{1}{2} \frac{d}{dt} W^2_h(\mu_t, \gamma). \]

A further integration in time from 0 to \( t \) completes the proof. Notice that it is crucial to start from a measure \( \mu = \rho_0 \gamma \) at finite distance from \( \gamma \).

3. Definition and properties of the weighted Wasserstein distance. In this section we first recall some definitions and results taken from [21]. The measure \( \gamma \) and the functions \( \phi \) and \( \psi \) are as in Section 2 and we assume that Conditions 2.1–2.4 are satisfied.

3.1. Properties of the potential. Let \( V : \mathbb{R}^d \to \mathbb{R} \) be a \( \lambda \)-convex and continuous potential. We assume that \( \lambda \) is nonnegative and \( \lambda \)-convexity means that the map \( x \mapsto V(x) - \frac{\lambda}{2} |x|^2 \) is convex. When \( V \) is smooth in \( \mathbb{R}^d \), this condition is equivalent to (2.1). We are assuming that \( e^{-V} \) is integrable in \( \mathbb{R}^d \), so that we can introduce the finite, positive, log-concave measure \( \gamma \) defined by (2.2). For simplicity, we shall assume that \( \gamma \) is a probability measure, i.e. \( Z = 1 \), which can always be enforced by replacing \( V \) by \( V + \log Z \). The potential \( V \) being convex, the integrability of \( e^{-V} \) is equivalent to the property that \( V(x) \uparrow \infty \) at least linearly as \( |x| \uparrow \infty \); see e.g. [5] Appendix. As a consequence, there exist two constants \( A > 0 \), \( B \geq 0 \) such that
\[ V(x) \geq A |x| - B \quad \forall \ x \in \mathbb{R}^d. \] (3.1)
We recall that non-smooth, convex potentials $V$ can be approximated from below by an increasing sequence of convex potentials $V_n$:

$$V_n(x) := \frac{\lambda}{2} |x|^2 + \inf_{y \in \mathbb{R}^d} \left( \frac{n}{2} |x - y|^2 + V(y) - \frac{\lambda}{2} |y|^2 \right).$$

Moreover, the potentials $V_n$ are $\lambda$-convex and, even in the case $\lambda = 0$, they satisfy conditions (3.1) with respect to constants $A$ and $B$ which are independent of $n$. In particular, the log-concave measures $g_n := e^{-V_n} \mathbb{L}^d$ weakly* and monotonically converge in $C_0^\infty(\mathbb{R}^d)^{\prime}$ to $\gamma$. By this regularization techniques, many results could be extended to the case when $V$ is just lower semicontinuous and can take the value $+\infty$.

### 3.2. Convexity of the action density

As in Section 2, consider $g$ and $h$ on $(0, \infty)$ such that $g(\rho) = 1/h(\rho)$ and $\phi(\rho, w) = g(\rho) |w|^2 = |w|^2/h(\rho)$. The following result has already been observed in [21] but we reproduce it here for completeness.

**Lemma 3.1 (Convexity of the action density).** With the notations of Section 2, the action density $\phi$ is convex if and only if $h$ is concave on $(0, \infty)$ or, equivalently, if $g$ satisfies Condition (2.4).

**Proof.** By standard approximations, it is not restrictive to assume that $g, h \in C^2(0, \infty)$. First of all observe that

$$g^3 h'' = 2 (g')^2 - g g''$$

so that $h''$ is nonpositive if and only if $2 (g')^2 \leq g g''$. Next we evaluate the second derivative of $\phi$ along the direction of the vector $z = (x, y) \in \mathbb{R} \times \mathbb{R}^d$ as

$$\langle D^2 \phi(\rho, w) z, z \rangle = g''(\rho) |w|^2 x^2 + 4 g'(\rho) w \cdot x y + 2 g(\rho) |y|^2.$$

By minimizing with respect to $x \in \mathbb{R}$, we get

$$g''(\rho) |w|^2 \langle D^2 \phi(\rho, w) z, z \rangle \geq 2 \left[ g''(\rho) |w|^2 g(\rho) |y|^2 - 2 (g'(\rho) w \cdot y)^2 \right] \quad (3.2)$$

if $g''(\rho) > 0$, with equality for the appropriate choice of $x$. The convexity of $\phi$ is thus equivalent to

$$g''(\rho) |w|^2 g(\rho) |y|^2 \geq 2 (g'(\rho) w \cdot y)^2 \quad \forall \rho > 0, \quad \forall y, w \in \mathbb{R}^d.$$

If $\phi$ is convex, by choosing $y := h(\rho) g'(\rho) w$ and using $h(\rho) g(\rho) = 1$, we get

$$g''(\rho) |w|^2 h(\rho) (g'(\rho))^2 |w|^2 \geq 2 \left[ h(\rho) (g'(\rho))^2 |w|^2 \right]^2 \quad \forall \rho > 0, \quad \forall w \in \mathbb{R}^d,$$

which yields (2.4). Conversely, the convexity of $\phi$ follows from $(w \cdot y)^2 \leq |w|^2 |y|^2$. $\square$

We can introduce a *modulus of convexity* as follows. Assume that for some $\alpha \in (0, 1]$ we have

$$g(\rho) g''(\rho) \geq (1 + \alpha^{-1}) (g'(\rho))^2 \quad \forall \rho > 0. \quad (3.3)$$

By (3.2), we obtain the refined estimate

$$\langle D^2 \phi(\rho, w) z, z \rangle \geq 2 \beta \phi(\rho, y) \quad \forall z = (x, y) \in \mathbb{R}^{d+1}, \quad \text{with } \beta := \frac{1 - \alpha}{1 + \alpha}. \quad (3.4)$$
Such a refinement has interesting consequences, which have been investigated in [6, 7, 20]. The refined convexity assumption (3.3) is equivalent to

\[ h^{1/\alpha} \text{ is concave.} \]

**Remark 3.2 (Main example).** Our main example is provided by the function

\[ h(\rho) := \rho^\alpha, \quad 0 \leq \alpha \leq 1, \quad \phi(\rho, w) = \frac{|w|^2}{\rho^\alpha}, \]

which satisfies (3.4). When \( \alpha = 0 \) we simply get

\[ \phi(\rho, w) := |w|^2, \]

and for \( \alpha = 1 \) we have the 1-homogeneous functional

\[ \phi(\rho, w) := \frac{|w|^2}{\rho}. \]

Notice that the above considerations can be generalized to matrix-valued functions \( g \) and \( h \); see [21, Example 3.4].

### 3.3. The action functional on densities.

The action functional \( \Phi \) induced by \( \phi \) has been defined by (2.5), with domain

\[ \mathcal{D}(\Phi) := \{ (\rho, w) \in L_1^1(\mathbb{R}^d) \times L_1^1(\mathbb{R}^d; \mathbb{R}^d) : \rho \geq 0, \, \Phi(\rho, w) < \infty \}. \]

Assuming as in Section 3.2 that \( \phi \) convex, it is well known that if \((\rho_k)_{k \in \mathbb{N}}\) and \((w_k)_{k \in \mathbb{N}}\) are such that \((\rho_k, w_k) \in \mathcal{D}(\Phi)\) for any \( k \in \mathbb{N} \) and if \( \rho_k \rightharpoonup \rho \) in \( L_1^1(\mathbb{R}^d) \), and \( w_k \rightharpoonup^* w \) in \( L_1^1(\mathbb{R}^d; \mathbb{R}^d) \) as \( n \uparrow \infty \), then by lower semi-continuity of \( \Phi \), we have

\[ \liminf_{n \uparrow \infty} \Phi(\rho_k, w_k) \geq \Phi(\rho, w). \]

**Lemma 3.3 (Approximation by smooth bounded densities).** Consider two functions \( \rho \in L_1^1(\mathbb{R}^d) \) and \( w \in L_1^1(\mathbb{R}^d; \mathbb{R}^d) \) such that \( \rho \geq 0 \) and \( \Phi(\rho, w) < \infty \). Then there exist two sequences \((\rho_k)_{k \in \mathbb{N}}\) and \((w_k)_{k \in \mathbb{N}}\) of bounded smooth functions (with bounded derivatives of arbitrary orders) such that \( \inf_{\mathbb{R}^d} \rho_k > 0 \) and

\[ \lim_{k \uparrow \infty} \rho_k = \rho \quad \text{in } L_1^1(\mathbb{R}^d), \quad \lim_{k \uparrow \infty} w_k = w \quad \text{in } L_1^1(\mathbb{R}^d; \mathbb{R}^d), \]

\[ \int_{\mathbb{R}^d} \rho_k \, d\gamma = \int_{\mathbb{R}^d} \rho \, d\gamma \quad \forall \, k \in \mathbb{N} \quad \text{and} \quad \lim_{k \uparrow \infty} \int_{\mathbb{R}^d} \phi(\rho_k, w_k) \, d\gamma = \int_{\mathbb{R}^d} \phi(\rho, w) \, d\gamma. \]

**Proof.** We first truncate \( \rho \) and \( w \) from above as follows. Let \( m := \int_{\mathbb{R}^d} \rho \, d\gamma \) and, for any \( k \in \mathbb{N} \), \( m_k := \int_{\mathbb{R}^d} (\rho \wedge k) \, d\gamma \), \( R_k := \{ x \in \mathbb{R}^d : \rho(x) \leq k \} \). We set \( \rho_k := m_k^{-1} m (\rho \wedge k) \) and

\[ w_k(x) := \begin{cases} w(x) & \text{if } |w(x)| \leq k \text{ and } x \in R_k, \\ 0 & \text{otherwise}. \end{cases} \]
Clearly $\rho_k \to \rho$, $w_k \to w$ pointwise $\gamma$ a.e. in $\mathbb{R}^d$, so that Fatou’s Lemma yields
\begin{equation}
\liminf_{k \to \infty} \Phi(\rho_k, w_k) = \Phi(\rho, w) .
\end{equation}

Since $\rho \land k \to \rho$ in $L^1(\mathbb{R}^d)$ as $k \uparrow \infty$, we have $m_k \to m$ and $\rho_k \to \rho$ in $L^1(\mathbb{R}^d)$. The dominated convergence theorem also yields $w_k \to w$ in $L^1(\mathbb{R}^d; \mathbb{R}^d)$. Finally, since $\rho_k \geq \rho$ and $|w_k| \leq |w|$ on $R_k$, and since $g$ is non increasing,
\begin{equation}
\Phi(\rho, w) = \int_{\mathbb{R}^d} \phi(\rho, w) \, d\gamma \leq \int_{R_k} \phi(\rho_k, w_k) \, d\gamma \leq \int_{R_k} \phi(\rho, w) \, d\gamma = \Phi(\rho, w) ,
\end{equation}

so that the “$\liminf$" in (3.5) is in fact a limit.

Next we perform a lower truncation on $\rho$. By a diagonal argument, it is sufficient to approximate the functions $\rho_k$ and $w_k$ we have just introduced, so we can assume that $\rho$ is essentially bounded by a constant $k$ and we omit the dependence on $k$. For $\delta > 0$ we now set $\rho_\delta := (\rho + \delta) m/(m + \delta)$. Observe that
\begin{align*}
\rho_\delta - m &= \frac{m}{m + \delta} (\rho - m) \quad \text{and} \quad \rho - \rho_\delta = \frac{\delta}{m + \delta} (\rho - m) \\
\text{so that } m &\leq \rho_\delta \leq \rho \text{ on the set } R_m \text{ and, by convexity of } g, \text{ we get }
\end{align*}

\begin{equation}
g(\rho_\delta) \leq C_\delta \, g(\rho) \quad \text{where} \quad C_\delta = 1 + \delta \frac{|g'(m)| (k - m)}{g(k) (\delta + m)} .
\end{equation}

On the other hand, on the set $R_m$, we have $\rho \leq \rho_\delta$, and then $g(\rho_\delta) \leq g(\rho)$. As a consequence,
\begin{equation}
\int_{\mathbb{R}^d} \phi(\rho_\delta, w) \, d\gamma \leq C_\delta \int_{\mathbb{R}^d} \phi(\rho, w) \, d\gamma .
\end{equation}

We can then pass to the limit as $\delta \downarrow 0$, since $\rho_\delta \to \rho$ pointwise.

The last step is to approximate the functions $\rho$ and $w$, with $\delta \leq \rho \leq k$, $|w| \leq k$, by smooth functions. We consider a family of smooth approximations $\rho_\varepsilon$ and $w_\varepsilon$ obtained by convolution with a smooth kernel. We finally set $m_\varepsilon := \int_{\mathbb{R}^d} \rho_\varepsilon \, d\gamma$ and, in this framework, redefine $\rho_\varepsilon := m \rho_\varepsilon/m_\varepsilon$. Since $(\rho_\varepsilon, w_\varepsilon)$ converges to $(\rho, w)$ pointwise a.e. in $\mathbb{R}^d$ and is uniformly bounded, we can pass to the limit as above when $\varepsilon \downarrow 0$. \[3.4. \textbf{The action functional on measures.} \] Since we assumed that $h$ is concave and strictly positive for $\rho > 0$, $h$ is an increasing map, so that $g$ is decreasing.

We extend $h$ and $g$ to $[0, \infty)$ by continuity and we still denote by $\phi$ the lower semi-continuous envelope of $\phi$ in the closure $[0, \infty) \times \mathbb{R}^d$. If $h(0) > 0$ then $g(0) < \infty$ and $\phi(0, w) = g(0) |w|^2$. When $h(0) = 0$ we have $g(0) = \infty$ and
\begin{equation}
\phi(0, w) = \begin{cases} 
\infty & \text{if } w \neq 0 , \\
0 & \text{if } w = 0 .
\end{cases}
\end{equation}

We also introduce the recession functional
\begin{equation}
\phi^\infty(\rho, w) := \sup_{\lambda > 0} \frac{1}{\lambda} \phi(\lambda \rho, \lambda w) = \lim_{\lambda \to \infty} \frac{1}{\lambda} \phi(\lambda \rho, \lambda w) ,
\end{equation}
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which is still a convex and lower semicontinuous function with values in \([0, \infty]\), and 1-homogeneous. It is determined by the behaviour of \(h(\rho)\) as \(\rho \uparrow \infty\). If we set

\[
h^\infty := \lim_{\rho \to \infty} \frac{h(\rho)}{\rho} =: \frac{1}{g^\infty},
\]

we have

\[
\phi^\infty(\rho, w) = \begin{cases} 
\infty & \text{if } w \neq 0 \\
0 & \text{if } w = 0 \quad \text{when } h^\infty = 0,
\end{cases}
\]

and

\[
\phi^\infty(\rho, w) = \begin{cases} 
\frac{|w|^2}{h^\infty} = g^\infty \frac{|w|^2}{\rho} & \text{if } \rho \neq 0 \\
\infty & \text{if } \rho = 0 \text{ and } w \neq 0
\end{cases} \quad \text{when } h^\infty > 0.
\]

Let \(\mu \in M^+(\mathbb{R}^d)\) be a nonnegative Radon measure and let \(\nu \in M(\mathbb{R}^d; \mathbb{R}^d)\) be a vector Radon measure on \(\mathbb{R}^d\). We write their Lebesgue decomposition with respect to the reference measure \(\gamma\) as

\[
\mu := \rho \gamma + \mu^\perp, \quad \nu := w \gamma + \nu^\perp.
\]

We can always introduce a nonnegative Radon measure \(\sigma \in M^+(\mathbb{R}^d)\) such that \(\mu^\perp = \rho^\perp \sigma \ll \nu^\perp = w^\perp \sigma \ll \gamma\), e.g. \(\sigma := \mu^\perp + |\nu^\perp|\) and define the action functional

\[
\Phi(\mu, \nu | \gamma) := \int_{\mathbb{R}^d} \phi(\rho, w) \, d\gamma + \int_{\mathbb{R}^d} \phi^\infty(\rho^\perp, w^\perp) \, d\sigma.
\]

Since \(\phi^\infty\) is 1-homogeneous, this definition is independent of \(\sigma\). As we have done up to now, we shall simply write \(\Phi(\mu, \nu) = \Phi(\mu, \nu | \gamma)\) when there is no ambiguity on the reference measure \(\gamma\).

**Remark 3.4.** If \(h\) has a sublinear growth, then \(h^\infty = 0\) and, as a consequence, if \(\Phi(\mu, \nu) < +\infty\), then we have

\[
\nu = w \cdot \gamma \ll \gamma \quad \text{and} \quad \Phi(\mu, \nu) = \int_{\mathbb{R}^d} \phi(\rho, w) \, d\gamma,
\]

so \(\Phi(\mu, \nu)\) is independent of the singular part \(\mu^\perp\). When \(h\) has a linear growth, i.e. \(h^\infty > 0\), if \(\Phi(\mu, \nu) < +\infty\), then we have

\[
\nu^\perp = w^\perp \cdot \mu^\perp \ll \mu^\perp.
\]

In both cases, one can choose \(\sigma = \mu^\perp\), so that

\[
\nu = w \cdot \gamma \ll \gamma + w^\perp \cdot \mu^\perp
\]

and if \(g^\infty = 1/h^\infty\) is finite, then we have

\[
\Phi(\mu, \nu | \gamma) = \int_{\mathbb{R}^d} \phi(\rho, w) \, d\gamma + g^\infty \int_{\mathbb{R}^d} |w|^2 \, d\mu^\perp,
\]

while the last term simply drops if \(h^\infty = 0\).
Lemma 3.5 (Lower semicontinuity, regular approximation of the action functional). The action functional is lower semicontinuous with respect to the weak convergence of measures, i.e. if \((\gamma_n), (\mu_n)\) and \((\nu_n)\) are sequences such that \(\gamma_n \rightharpoonup \gamma\) weakly in \(\mathcal{M}^+(\mathbb{R}^d)\), \(\mu_n \rightharpoonup \mu\) weakly in \(\mathcal{M}^+(\mathbb{R}^d)\) and \(\nu_n \rightharpoonup^* \nu\) in \(\mathcal{M}(\mathbb{R}^d; \mathbb{R}^d)\) as \(n \uparrow \infty\), then

\[
\liminf_{n \uparrow \infty} \Phi(\mu_n, \nu_n | \gamma_n) \geq \Phi(\mu, \nu | \gamma).
\]

Moreover, for every \(\mu \in \mathcal{M}^+(\mathbb{R}^d)\) and \(\nu \in \mathcal{M}(\mathbb{R}^d; \mathbb{R}^d)\) such that \(\Phi(\mu, \nu) < \infty\), there exist sequences \((\mu_n)\) and \((\nu_n)\) for which

\[
\mu_n := \rho_n \gamma \text{ with } \rho_n \in \mathcal{C}_b^0(\mathbb{R}^d) \text{ and } \inf \rho_n > 0, \quad \nu_n := w_n \gamma \text{ with } w_n \in \mathcal{C}_b^0(\mathbb{R}^d; \mathbb{R}^d)
\]

such that

\[
\mu_n \rightharpoonup \mu \text{ and } \nu_n \rightharpoonup^* \nu, \quad \lim_{n \uparrow \infty} \int_{\mathbb{R}^d} \phi(\rho_n, w_n) \, d\gamma = \Phi(\mu, \nu | \gamma). \tag{3.6}
\]

Proof. The first statement is a well known fact about lower semicontinuity of convex integrals (see e.g. [1]). Concerning the approximation property (3.6), general relaxation results provide a family of approximations in \(L^1(\mathbb{R}^d)\). We can then apply Lemma 3.3 and a standard diagonal argument. \(\square\)

3.5. The weighted Wasserstein distance. Denote by \(\mathcal{B}(\mathbb{R}^d)\) the collection of all Borel subsets of \(\mathbb{R}^d\), by \(\mathcal{M}^+(\mathbb{R}^d)\) the collection of all finite positive Borel measures defined on \(\mathbb{R}^d\) and by \(\mathcal{P}(\mathbb{R}^d)\) the convex subset of all probability measures i.e. all \(\mu \in \mathcal{M}^+(\mathbb{R}^d)\) such that \(\mu(\mathbb{R}^d) = 1\). If \(\mathcal{M}(\mathbb{R}^d; \mathbb{R}^d)\) is the set of the vector valued Borel measures \(\nu : \mathcal{B}(\mathbb{R}^d) \to \mathbb{R}^d\) with finite variation, i.e. such that

\[
|\nu|(B) := \sup \left\{ \sum_{j \leq n} |\nu(B_j)| : B = \bigcup_{j \leq n} B_j, B_j \in \mathcal{B}(\mathbb{R}^d) \text{ pairwise disjoint, } n < \infty \right\} < \infty
\]

for any \(B \in \mathcal{B}(\mathbb{R}^d)\), then \(|\nu|\) is in fact a finite positive measure in \(\mathcal{M}^+(\mathbb{R}^d)\) and \(\nu\) admits the polar decomposition \(\nu = w \, |\nu|\) where the Borel vector field \(w\) belongs to \(L^1(\mathcal{B}(\mathbb{R}^d); \mathbb{R}^d)\). We can also consider \(\nu\) as a vector \((\nu^1, \nu^2, \ldots, \nu^d)\) of \(d\) measures in \(\mathcal{M}(\mathbb{R}^d; \mathbb{R})\).

For any \(T > 0\), let \(\mathcal{CE}(0, T; \mathbb{R}^d)\) be the set of time dependent measures \((\mu_t)_{t \in [0, T]}\), \((\nu_t)_{t \in [0, T]}\) such that

1. \(t \mapsto \mu_t\) is weakly * continuous in \(\mathcal{M}^+_\text{loc}(\mathbb{R}^d)\),
2. \((\nu_t)_{t \in [0, T]}\) is a Borel family with \(\int_0^T |\nu_t|(B_R) \, dt < \infty\) for any \(R > 0\),
3. \((\mu, \nu)\) is a distributional solution of

\[
\partial_t \mu_t + \nabla \cdot \nu_t = 0 \quad \text{in } \mathbb{R}^d \times (0, T).
\]

As in [21], we define the weighted Wasserstein distance as follows.
DEFINITION 3.6. The \((h, \gamma)\)-Wasserstein distance between \(\mu_0\) and \(\mu_1\) in \(\mathcal{M}^+_{\text{loc}}(\mathbb{R}^d)\) is defined by

\[
W_{h, \gamma}(\mu_0, \mu_1) := \inf \left\{ \left[ \int_0^1 \Phi(\mu_t, \nu_t | \gamma) \, dt \right]^{1/2} : (\mu, \nu) \in \mathcal{C}E(0, 1; \mathbb{R}^d), \mu_{t=0} = \mu_0, \mu_{t=1} = \mu_1 \right\}
\]

(3.7)

with \(\Phi(\mu, \nu | \gamma) := \Phi(\rho, w) + \Phi_{\infty}(w^+)\) if \(\mu = \rho \gamma + \mu^1\) and \(\nu = w \gamma + w^1 \mu^1\), \(\Phi(\mu, \nu | \gamma) := \infty\) otherwise, and \(\Phi_{\infty}(w) := \lim_{\lambda \to \infty} \lambda \phi(\lambda, w)\).

We denote by \(\mathcal{M}_{h, \gamma}[\sigma]\) the set of all measures \(\mu \in \mathcal{M}^+_{\text{loc}}(\mathbb{R}^d)\) which are at finite \(W_{h, \gamma}\)-distance from \(\sigma\).

Notice that in [21] we were using the notation \(W_{\phi, \gamma}\) instead of \(W_{h, \gamma}\). Whenever there is no ambiguity on the choice of the measure \(\gamma\), we shall simply write \(W_h\). The next result is taken from [21] Theorem 5.6 and Proposition 5.14

THEOREM 3.7 (Lower semicontinuity). If \(\phi\) satisfies (2.4) and (2.5), the map \((\mu_0, \mu_1) \mapsto W_{h, \gamma}(\mu_0, \mu_1)\) is lower semicontinuous with respect to the weak \(\ast\) convergence in \(\mathcal{M}^+_{\text{loc}}(\mathbb{R}^d)\). More generally, suppose that \(\gamma^n \rightharpoonup^\ast \gamma\) in \(\mathcal{M}^+_{\text{loc}}(\mathbb{R}^d)\), \(h^n\) is monotonically decreasing w.r.t. \(n\) and pointwise converging to \(h\), and \(\mu_0^n \rightharpoonup \mu_0, \mu_1^n \rightharpoonup \mu_1\) in \(\mathcal{M}^+_{\text{loc}}(\mathbb{R}^d)\) as \(n \uparrow \infty\). Then

\[
\liminf_{n \to \infty} W_{h, \gamma^n}(\mu_0^n, \mu_1^n) \geq W_{h, \gamma}(\mu_0, \mu_1).
\]

If moreover \(\gamma_n \geq \gamma\) we have

\[
\lim_{n \to +\infty} W_{h, \gamma_n}(\mu_0, \mu_1) = W_{h, \gamma}(\mu_0, \mu_1).
\]

It is possible to reparametrize the path connecting \(\mu_0\) to \(\mu_1\) in the definition of \(W_{h, \gamma}\) and establish that, for any \(T > 0\),

\[
W_{h, \gamma}(\sigma, \eta) := \inf \left\{ \sqrt{T} \left[ \int_0^T \Phi(\mu_t, \nu_t | \gamma) \, dt \right]^{1/2} : (\mu, \nu) \in \mathcal{C}E(0, T; \sigma \rightharpoonup \eta) \right\}
\]

where \(\mathcal{C}E(0, T; \sigma \rightharpoonup \eta)\) denotes the set of the paths \((\mu, \nu) \in \mathcal{C}E(0, T; \mathbb{R}^d)\) such that \(\mu_{t=0} = \sigma\) and \(\mu_{t=T} = \eta\). By [21] Theorem 5.4 and Corollary 5.18, we have the

THEOREM 3.8 (Existence of geodesics). Whenever the infimum in (3.7) has a finite value, it is attained by a curve \((\mu, \nu) \in \mathcal{C}E\phi(0, 1; \mathbb{R}^d)\) such that

\[
\Phi(\mu_t, \nu_t | \gamma) = W_{h, \gamma}^2(\mu_0, \mu_1) \quad \forall \ t \in (0, 1) \ \mathcal{L}^1 \ a.e.
\]

In this case we have the equivalent characterization

\[
W_{h, \gamma}(\sigma, \eta) = \min \left\{ \int_0^T \left[ \Phi(\mu_t, \nu_t | \gamma) \right]^{1/2} \, dt : (\mu, \nu) \in \mathcal{C}E(0, T; \sigma \rightharpoonup \eta) \right\}.
\]

The curve \((\mu_t)_{t \in [0, 1]}\) associated to a minimum for (3.7) is a constant speed minimal geodesic:

\[
W_{h, \gamma}(\mu_s, \mu_t) = |t - s| W_{h, \gamma}(\mu_0, \mu_1) \quad \forall \ s, t \in [0, 1].
\]

We may notice that the characterization of \(W_{h, \gamma}(\sigma, \eta)\) in terms of \(\int_0^T \sqrt{\Phi(\mu_t, \nu_t | \gamma)} \, dt\)
allows to consider the case $T = +\infty$. By [2] Chap. 1 (also see [21] p. 222), one knows that
\[ W_{h, \gamma}(\mu_0, \mu_T) \leq \int_0^T |\mu'_t| \, dt \quad \text{with} \quad |\mu'_t| := \lim_{h \to 0} \frac{W_{h, \gamma}(\mu_{t+h}, \mu_t)}{h} \]
for any absolutely continuous curve $t \to \mu_t$ such that $\mu_{t=0} = \mu_0$ and $\mu_{t=T} = \mu_T$.

Now let us come back to the formal point of view of Section 2 and establish (2.15) in this framework. Assume that $\rho_t$ is given by KFP and $w_t = D\rho_t$. The curve $\mu_t = \rho_t \gamma$ connects $\mu_0 = \rho_0 \gamma$ with $\mu_\infty = \gamma$ and, using
\[ \sqrt{P(\rho_t)} = \sqrt{\Phi(\rho_t, w_t | \gamma)} = |\mu'_t| , \]
it follows that
\[ W_{h, \gamma}(\rho_0, \gamma) \leq \int_0^\infty \sqrt{P(\rho_t)} \, dt = \int_0^\infty |\mu_t| \, dt \]
as already noted in Section 2 (equality case in (2.14)). On the other hand, for any $(\mu, \nu) \in \mathcal{C}E(0, T; \mu_0 \to \mu_T), T \in (0, \infty)$, we have $|\mu_t| \leq \sqrt{\Phi(\mu_t, \nu_t)}$ and so
\[ \int_0^T |\mu_t| \, dt \leq \int_0^T \sqrt{\Phi(\mu_t, \nu_t)} \, dt . \]
By taking first the infimum $(\mu, \nu) \in \mathcal{C}E(0, T; \mu_0 \to \mu_T)$ and then the limit $T \to \infty$, we also find
\[ \int_0^\infty |\mu_t| \, dt \leq W_{h, \gamma}(\rho_0, \gamma) , \]
thus proving the equality in the above inequality. This completes the proof of (2.15).

4. Entropy and entropy production. Let us consider now a function $\psi$ such that $\psi''(x) = g(x)$ for any $x > 0$. Among all possible choices of $\psi$, we consider in particular the convex functions $\psi_a : [0, \infty) \to [0, \infty)$ depending on $a > 0$ and characterized by the conditions
\[ \psi''_a(x) = g(x) , \quad \psi_a(a) = \psi'_a(a) = 0 , \quad \text{i.e.} \quad \psi_a(x) = \int_a^x (x - r) g(r) \, dr . \]
Observe that $\psi_a \in C^2(0, \infty)$ has a strict minimum at $a > 0$ and it satisfies the transformation rule
\[ \psi_a(x) = \psi(x) - \psi(a) - \psi'(a) (x - a) \quad \forall a > 0 , \]
independently of the choice of $\psi$ (for a given function $g$). When $g(x) = 1/x$ we obtain the logarithmic entropy density $E(x) := x \log x$ and the family
\[ E_a(x) := \int_a^x (y - r) \, dr = x \log x - a \log a - (1 + \log a) (x - a) , \]
which provides useful lower/upper bounds for $\psi$. In fact, $h$ being concave, if $h(0) = 0$, then $h(x) \geq h(a) x$ if $0 < x < a$, so that
\[ g(x) \leq \frac{g(a)}{x} \quad \text{and} \quad \psi(x) \leq g(a) E_a(x) \quad \forall x \in (0, a] . \]
On the other hand, when \( x \geq a \), we have \( h(x) \leq h(a) \), so that

\[
g(x) \geq \frac{g(a)}{x} \quad \text{and} \quad \psi(x) \geq g(a) \mathbb{E}_a(x) \quad \forall \ x \in [a, +\infty) ,
\]

thus showing that \( \psi(x) \) has a superlinear growth as \( x \uparrow \infty \).

We can therefore introduce the relative entropy functional

\[
\Psi(\rho) := \int_{\mathbb{R}^d} \psi_a(\rho(x)) \, d\gamma(x) = \int_{\mathbb{R}^d} \left( \psi(\rho(x)) - \psi(a) \right) \, d\gamma \quad \text{with} \quad a = \int_{\mathbb{R}^d} \rho \, d\gamma .
\]

In the particular case \( \psi = \mathbb{E} \), we set

\[
\mathcal{H}(\rho) := \int_{\mathbb{R}^d} \rho \log \rho \, d\gamma - a \log a \quad \text{with} \quad a = \int_{\mathbb{R}^d} \rho \, d\gamma .
\]

Since \( \psi \) is convex and superlinearly increasing, if \( \sup_a \Psi(\rho_a) < \infty \), then there exists a subsequence weakly converging to \( \rho \) in \( L_1^p(\mathbb{R}^d) \) and

\[
\liminf_{n \uparrow \infty} \Psi(\rho_n) \geq \Psi(\rho) .
\]

**Remark 4.1.** If the function \( \psi \) satisfies \( \psi'' = g \), \( \psi(0) = 0 \) and if (2.4) holds, then \( \psi \) also satisfies McCann’s conditions, i.e. the map \( x \mapsto e^x \psi(e^{-x}) \) is convex and non increasing on \( (0, \infty) \) or, equivalently,

\[
x \psi' - \psi \geq 0 \quad \text{and} \quad x^2 \psi'' - x \psi' + \psi \geq 0 \quad \forall \ x > 0 .
\]

The convexity of \( \psi \) indeed yields \( x \psi'(x) - \psi(x) \geq -\psi(0) = 0 \). Consider the function \( \theta(x) := x^2 \psi''(x) - x \psi'(x) + \psi(x) \) and observe that \( \lim_{x \to 0} \theta(x) = 0 \), since \( \psi'' = 1/h \) and \( h \) is concave so that, in particular, \( h(x) \geq cx \) near \( x = 0 \), for some positive constant \( c \). On the other hand, we have

\[
\theta'(x) = x^2 g'(x) + x g(x) = x \frac{d}{dx} \left( \frac{x}{h(x)} \right)
\]

and the function \( x \mapsto h(x)/x \) being positive, non increasing, we deduce that \( \theta'(x) \geq 0 \), so that \( \theta \geq 0 \).

Let us introduce the Sobolev spaces

\[
W_1^{1,p}(\mathbb{R}^d) := \left\{ \rho \in W_1^{1,p}(\mathbb{R}^d) : \int_{\mathbb{R}^d} \left( |\rho|^p + |D\rho|^p \right) \, d\gamma < \infty \right\}.
\]

For \( \rho \in W_1^{1,1}(\mathbb{R}^d) \), \( \rho \geq 0 \), we define the entropy production functional as

\[
P(\rho) := \Phi(\rho, D\rho) \quad \text{with domain} \ \mathcal{D}(P) := \left\{ \rho \in W_1^{1,1}(\mathbb{R}^d) : \rho \geq 0 , \quad P(\rho) < \infty \right\}.
\]

We also introduce the absolutely continuous functions

\[
f(r) := \int_0^r \sqrt{g(\xi)} \, d\xi , \quad L_\psi(r) := r \psi'(r) - \psi(r)
\]

and observe that

\[
\frac{d}{dr} L_\psi(r) = r \psi''(r) = r g(r) = \frac{r}{h(r)}
\]
is bounded if and only if \( h(r) \) has a linear growth as \( r \to \infty \). In the case \( h(r) = r \), \( \psi = E \), to the entropy functional \( \mathcal{H} \) corresponds the entropy production functional

\[
J(\rho) := \int_{\mathbb{R}^d} \frac{|D\rho|^2}{\rho} \, d\gamma .
\]

**Proposition 4.2.** Let \( \rho \) be nonnegative function in \( L^1_\gamma (\mathbb{R}^d) \). Then \( \rho \in W^{1,1}_\gamma (\mathbb{R}^d) \) and \( P(\rho) < \infty \) if and only if \( Df(\rho) \in L^2_\gamma (\mathbb{R}^d; \mathbb{R}^d) \) and in this case we have

\[
P(\rho) = \int_{\mathbb{R}^d} |Df(\rho)|^2 \, d\gamma .
\]

If \( \rho \in \mathcal{D}(P) \) and \( h(r) \geq h \, r \) for some constant \( h > 0 \), then \( L_\psi (\rho) \in W^{1,1}_\gamma (\mathbb{R}^d) \),

\[
\int_{\mathbb{R}^d} \frac{|DL_\psi (\rho)|^2}{\rho} \, d\gamma \leq h^{-1} P(\rho) \quad \text{and} \quad P(\rho) \leq h^{-1} J(\rho) .
\] (4.2)

Moreover, the functional \( \rho \mapsto P(\rho) \) is lower semicontinuous with respect to the weak convergence in \( L^1_\gamma (\mathbb{R}^d) \), i.e. if a sequence \( (\rho_n)_{n \in \mathbb{N}} \) weakly converges to some \( \rho \) in \( L^1_\gamma (\mathbb{R}^d) \) and \( \sup_{n \in \mathbb{N}} P(\rho_n) < \infty \), then \( \rho \in W^{1,1}_\gamma (\mathbb{R}^d) \) and

\[
\lim inf_{n \to \infty} P(\rho_n) \geq P(\rho) .
\] (4.3)

**Proof.** Identity (4.3) and \( DL_\psi (\rho) = \rho \, g(\rho) \, D\rho \) are straightforward if \( \rho \) takes its values in a compact interval of \((0, \infty)\). The general case follows as in Lemma 3.3 by a standard truncation argument, while the lower semicontinuity is a consequence of convexity. \( \square \)

## 5. The KFP flow and its first variation.

### 5.1. Variational solutions to the KFP flow.

As in Section 2, let us introduce the differential operators

\[
\nabla_\gamma \cdot v := e^V \nabla \cdot (e^{-V} v) = \nabla \cdot v - v \cdot DV ,
\]

\[
\Delta_\gamma \rho := \nabla_\gamma \cdot (D\rho) = \Delta \rho - D\rho \cdot DV ,
\]

which, with respect to the measure \( \gamma \), satisfy the following “integration by parts formulae” against test functions \( \zeta \in C^\infty_c (\mathbb{R}^d) \):

\[
\int_{\mathbb{R}^d} v \cdot D\zeta \, d\gamma = - \int_{\mathbb{R}^d} \nabla_\gamma \cdot v \, \zeta \, d\gamma \quad \text{and} \quad \int_{\mathbb{R}^d} Dv \cdot D\zeta \, d\gamma = - \int_{\mathbb{R}^d} \Delta_\gamma v \, \zeta \, d\gamma .
\]

We consider the Kolmogorov-Fokker-Planck equation

\[
\partial_t \rho_t - \Delta_\gamma \rho_t = 0 \quad \text{in} \quad (0, \infty) \times \mathbb{R}^d .
\] (5.1)

For simplicity, we will consider equations in the whole \( \mathbb{R}^d \) (corresponding to the finiteness assumption on the potential \( V \)); necessary adaptations when this is not the case are straightforward and left to the reader. We will also assume that

\[
\text{the potential} \ V \ \text{is smooth with bounded second derivatives}. \] (5.2)
Based on the integration by parts formula, the variational formulation of (5.1) in the Hilbert space $L^2_γ(\mathbb{R}^d)$ relies on the symmetric, closed Dirichlet form

\[ a_γ(ρ,η) := \int_{\mathbb{R}^d} \langle Dρ, Dη \rangle dγ \quad ∀ \rho, η ∈ W^{1,2}_γ(\mathbb{R}^d), \]

where $W^{1,2}_γ(\mathbb{R}^d)$ is endowed with its natural norm $\|ρ\|_{W^{1,2}_γ(\mathbb{R}^d)}^2 := \|ρ\|_{L^2_γ(\mathbb{R}^d)}^2 + a_γ(ρ,ρ)$. Using smooth approximations, it is not difficult to prove that $W^{1,2}_γ(\mathbb{R}^d)$ is dense in $L^2_γ(\mathbb{R}^d)$. The abstract theory of variational evolution equation and the log-concavity of the measure $γ$ yield the following result (see e.g. [4, Thm. 6.7]).

**Proposition 5.1.** Assume that (2.1) and (2.4) hold. For every $ρ_0 ∈ L^2_γ(\mathbb{R}^d)$, the solution of (5.1) has the following properties:

1. There exists a unique $ρ_t = S_tρ_0 ∈ W^{1,2}_γ(0,∞; L^2_γ(\mathbb{R}^d))$, $t > 0$, such that

\[ \frac{d}{dt}(ρ_t,η)_{L^2_γ(\mathbb{R}^d)} + a_γ(ρ_t,η) = 0 \quad ∀ \eta ∈ W^{1,2}_γ(\mathbb{R}^d), \quad \lim_{t+0} ρ_t = ρ_0 \text{ in } L^2_γ(\mathbb{R}^d). \tag{5.3} \]

If $ρ_{min} ≤ ρ_0 ≤ ρ_{max}$, then $ρ_t$ satisfies the same uniform bounds. The semi-group $(S_t)_{t≥0}$ is an analytic Markov semigroup in $L^2_γ(\mathbb{R}^d)$ which can be extended by continuity to a contraction semigroup in $L^p_γ(\mathbb{R}^d)$ for every $p ∈ [1,∞)$ and to a weakly * continuous semigroup in $L^∞_γ(\mathbb{R}^d)$.

2. For every $ρ, σ ∈ L^2_γ(\mathbb{R}^d)$, we have

\[ \int_{\mathbb{R}^d} (S_tρ) σ dγ = \int_{\mathbb{R}^d} ρ (S_tσ) dγ \quad ∀ t ≥ 0. \]

3. For every $t > 0$, $S_t$ maps $L^∞_γ(\mathbb{R}^d)$ into $C_b(\mathbb{R}^d)$ and $\text{Lip}_b(\mathbb{R}^d)$ into itself, with the uniform bound

\[ [S_tρ]_{\text{lip}(\mathbb{R}^d)} ≤ [ρ]_{\text{lip}(\mathbb{R}^d)} \quad ∀ t ≥ 0, \quad ∀ ρ ∈ \text{Lip}_b(\mathbb{R}^d). \]

4. If $ρ_0 ≥ 0$, $\int_{\mathbb{R}^d} x^2 ρ_0 dγ < ∞$ and $H(ρ_0) < ∞$, then the map $t ↦ H(ρ_t)$ is convex, $ρ_t ∈ W^{1,1}_γ(\mathbb{R}^d)$ for every time $t > 0$, and

\[ \sup_{t∈[0,T]} \int_{\mathbb{R}^d} x^2 ρ_t dγ < ∞, \quad \frac{d}{dt} H(ρ_t) = -H(ρ_t), \quad \frac{d}{dt} (e^{2H_t} H(ρ_t)) ≤ 0. \]

Notice that the Assumption $ρ_0 ∈ L^2_γ(\mathbb{R}^d)$ is not needed in Property 4, according to [4] Thm. 6.7.

5.2. Measure valued solutions to the FP flow. We first recall some basic results on measure-valued solutions of the Fokker-Planck (FP) equation

\[ \partial_t μ_t = ∆ μ_t + ∇ \cdot (DV μ_t) \quad (t,x) ∈ (0,∞) × \mathbb{R}^d. \tag{5.4} \]

Solutions of (5.4) are understood in the sense of distributions, i.e. for any $T > 0$ and $ϕ ∈ C_c^∞([0,T] × \mathbb{R}^d)$, we have

\[ \int_{\mathbb{R}^d} ϕ_T dμ_T = \int_{\mathbb{R}^d} ϕ dμ_0 + \int_{0}^{T} \int_{\mathbb{R}^d} \left( \partial_t ϕ_t + ∆ ϕ_t - DV \cdot Dϕ_t \right) dμ_t dt. \tag{5.5} \]
For any $\mu \in M^+(\mathbb{R}^d)$, we denote by $m_p(\mu)$, $p \in [1, \infty)$, the $p$-moment of $\mu$, i.e., $m_p(\mu) := \int_{\mathbb{R}^d} |x|^p \, d\mu(x)$. By $P_2(\mathbb{R}^d)$ we denote the space of probability measures on $\mathbb{R}^d$ with finite second moment $m_2$. The relative entropy of $\mu$ with respect to $\gamma$ is defined as

$$\mathcal{H}(\mu | \gamma) := \int_{\mathbb{R}^d} \rho \log \rho \, d\gamma$$

if $\mu \ll \gamma$ and $\mu = \rho \, \gamma$, $\mathcal{H}(\mu | \gamma) := +\infty$ otherwise.

Given two probability measures $\mu$ and $\nu$ in $P(\mathbb{R}^d)$, the classical Wasserstein distance $W_2$ is defined as $W_2(\mu, \nu) := \inf \{ \int_{\mathbb{R}^d \times \mathbb{R}^d} |y - x|^2 \, d\Sigma^{1/2} : \Sigma \in \Gamma(\mu, \nu) \}$. Here $\Gamma(\mu, \nu)$ is the set of all couplings between $\mu$ and $\nu$: it consists of all probability measures $\Sigma$ on $\mathbb{R}^d \times \mathbb{R}^d$ whose first and second marginals are respectively $\mu$ and $\nu$, i.e. $\Sigma(B \times \mathbb{R}^d) = \mu(B)$ and $\Sigma(\mathbb{R}^d \times B) = \nu(B)$ for any $B \in \mathcal{B}(\mathbb{R}^d)$. Notice that the notation $W_2$ is not consistent with the one for weighted distances $W_h$; we shall however use it as it is classical.

For a proof of the next results see e.g. [5, Sect. 3].

**Proposition 5.2** (Uniqueness and stability of the solutions of FP). Let $\mu_0 \in P_2(\mathbb{R}^d)$.

1. The FP equation (5.5) has a unique solution $\mu_t = S_t(\mu_0)$ in the class of weakly continuous maps $t \mapsto \mu_t \in M^+(\mathbb{R}^d)$ with $\sup_{t \in [0,T]} m_2(\mu_t) < +\infty$.
2. The unique solution $\mu_t$ is continuous with respect to the Wasserstein distance $W_2$ and Lipschitz continuous in all compact intervals $[t_0, t_1] \subset (0, +\infty)$.
3. It is characterized by the family of variational inequalities

$$\frac{1}{2} \frac{d}{dt} W_2^2(\mu_t, \nu) + \lambda W_2^2(\mu_t, \nu) + \mathcal{H}(\mu_t | \gamma) \leq \mathcal{H}(\nu | \gamma) \quad \forall \nu \in P_2(\mathbb{R}^d).$$

4. In addition, it is stable: $\mu^n_0 \to \mu_0$ in $P_2(\mathbb{R}^d)$ implies that $\mu^n_t \to \mu_t$ in $P_2(\mathbb{R}^d)$ for all $t \geq 0$.

Notice that the measure $\gamma$ provides a stationary solution of (5.4). All solutions $\mu_t$ weakly converge to $\gamma$ as $t \to +\infty$. Finally, $\mu_t$ is absolutely continuous with respect to $\gamma$ for any $t > 0$, with density $\rho_t$, and $\rho_t$ is a solution of the KFP flow.

**5.3. Variational solutions to the modified KFP equation.** We consider the first variation of the KFP flow, i.e. the modified Kolmogorov-Fokker-Planck equation

$$\partial_t \omega_t - \Delta \omega_t + D^2 V \cdot \omega_t = 0 \quad \text{in} \ (0, \infty) \times \mathbb{R}^d, \quad \lim_{t \downarrow 0} \omega_t = \omega_0 \quad \text{in} \ L^2(\mathbb{R}^d; \mathbb{R}^d) \quad (5.6)$$

for the vector field $\omega : (0, \infty) \times \mathbb{R}^d \to \mathbb{R}^d$. In the Hilbert space $W := W^{1,2}(\mathbb{R}^d; \mathbb{R}^d)$, we consider the continuous (recall (5.2)) bilinear form

$$a_\gamma(v, w) := \int_{\mathbb{R}^d} \left( Dv : Dw + D^2 V \cdot v \cdot w \right) \, d\gamma.$$

We look for solutions $w \in W^{1,2}((0, \infty); L^2(\mathbb{R}^d; \mathbb{R}^d)) \cap L^2_{\text{loc}}((0, \infty); W)$ solving the variational formulation

$$\frac{d}{dt} \int_{\mathbb{R}^d} \omega_t \cdot \xi \, d\gamma + a_\gamma(\omega_t, \xi) = 0 \quad \forall \xi \in W. \quad (5.7)$$

Observe that vector fields in $C^1_{\text{loc}}(\mathbb{R}^d; \mathbb{R}^d)$ belong to $W$. Actually the space of smooth compactly supported functions $C^\infty_{\text{comp}}(\mathbb{R}^d; \mathbb{R}^d)$ is dense in $W$, and $W$ itself is dense in
\(L^2_\gamma(\mathbb{R}^d; \mathbb{R}^d)\). Notice moreover that if \(\zeta : \mathbb{R} \to [0, \infty)\) is a smooth convex function with bounded second order derivatives and \(\zeta(0) = 0\), and \(z(w) := \frac{\zeta'(w)}{\|w\|}w\) (with \(z(0) = 0\)), an easy calculation shows that solutions of \((5.7)\) satisfy

\[-\frac{d}{dt} \int_{\mathbb{R}^d} \zeta(|w_t|) \, d\gamma = a_\gamma(w_t, z(w_t)) \geq 0 \quad \text{a.e. in } (0, \infty).\]

With these observations in hand, we can apply the variational theory of evolution equations and a simple regularization argument to prove the next result.

**Proposition 5.3.** For every \(w_0 \in L^2_\gamma(\mathbb{R}^d; \mathbb{R}^d)\), there exists a unique solution \(w = R\rho_0 \) of \((5.7)\) in \(W^{1,2}_{loc}((0, \infty); L^2_\gamma(\mathbb{R}^d; \mathbb{R}^d)) \cap L^2_{loc}((0, \infty); W)\) with \(\lim_{t \to 0} w_t = w_0\) in \(L^2_\gamma(\mathbb{R}^d; \mathbb{R}^d)\). The semigroup \(R\) is symmetric

\[\int_{\mathbb{R}^d} R_t w \cdot z \, d\gamma = \int_{\mathbb{R}^d} w \cdot R_t z \, d\gamma \quad \forall w, z \in L^2_\gamma(\mathbb{R}^d; \mathbb{R}^d), \quad \forall t > 0,
\]

and satisfies

\[\int_{\mathbb{R}^d} \zeta(|R_t w_0|) \, d\gamma \leq \int_{\mathbb{R}^d} \zeta(|w_0|) \quad \text{for every } w_0 \in L^2_\gamma(\mathbb{R}^d; \mathbb{R}^d)
\]

and every convex function \(\zeta : \mathbb{R} \to [0, \infty)\) with \(\zeta(0) = 0\). In particular \(R\) can be extended by density to a contraction semigroup in \(L^2_\gamma(\mathbb{R}^d; \mathbb{R}^d), p \in [1, \infty]\).

The link between \((5.1)\) and \((5.6)\) is enlightened by the next result.

**Theorem 5.4.** If \(\rho_t\) is a variational solution of the KFP equation \((5.1)\) with initial datum \(\rho_0 \in W^{1,2}_\gamma(\mathbb{R}^d)\), then \(w_t := D\rho_t\) belongs to \(C^0([0, \infty); L^2_\gamma(\mathbb{R}^d))\) and it is the solution of the modified KFP equation \((5.6)\) with initial datum \(w_0 := D\rho_0\). In particular we have

\[\int_{\mathbb{R}^d} DS\rho \cdot w \, d\gamma = \int_{\mathbb{R}^d} D\rho \cdot R_t w \, d\gamma \quad \forall \rho \in W^{1,2}_\gamma(\mathbb{R}^d), \quad \forall w \in L^2_\gamma(\mathbb{R}^d; \mathbb{R}^d).
\]

The same result holds if \(\rho_0\) belongs to \(W^{1,1}_\gamma(\mathbb{R}^d)\).

**Proof.** Since \(\mathcal{D}(\Delta_\gamma)\) is dense in \(W^{1,2}_\gamma(\mathbb{R}^d)\), we can assume that \(\rho_0 \in \mathcal{D}(\Delta_\gamma)\). Then the regularity result of Proposition 5.1 shows that \(\rho_t \in \mathcal{D}(\Delta_\gamma)\) for every \(t \geq 0\).

Setting \(w_t := D\rho_t\), we know (see e.g. the argument in the proof of \([22, \text{Lemma 5.2}]\)) that \(a_\gamma(w_t, w_t) \leq \|\Delta_\gamma \rho_0\|_{L^2_\gamma(\mathbb{R}^d)} < +\infty\). For a fixed \(\zeta \in C^\infty_c(\mathbb{R}^d; \mathbb{R}),\) we can then evaluate

\[
\frac{d}{dt} \int_{\mathbb{R}^d} w_t \cdot \zeta \, d\gamma = \frac{d}{dt} \int_{\mathbb{R}^d} D\rho_t \cdot \zeta \, d\gamma = -\frac{d}{dt} \int_{\mathbb{R}^d} \rho_t \nabla_\gamma \cdot \zeta \, d\gamma = \int_{\mathbb{R}^d} D\rho_t \cdot D(\nabla_\gamma \cdot \zeta) \, d\gamma.
\]

With the notations \(\partial_i = \partial/\partial x_i\) and \(\partial_{ij} = \partial^2/\partial x_i \partial x_j\) for \(i, j = 1, 2, \ldots d\), let us observe that

\[
(D \nabla_\gamma \cdot \zeta)_j = \sum_i \partial_j (\partial_i \zeta_i - \zeta_i \partial_i V) = \sum_i \partial^2_j \zeta_i - \partial_j \zeta_i \partial_i V - \zeta_i \partial^2_j V
\]

and

\[
D\rho_t \cdot D(\nabla_\gamma \cdot \zeta) = \sum_{i,j} \partial_j \rho_t \partial^2_j \zeta_i - \partial_j \rho_t \partial_j \zeta_i \partial_i V - \partial_j \rho_t \zeta_i \partial^2_j V.
\]
Inserting this expression in (5.8) and integrating by parts the first term we get
\[
\int_{\mathbb{R}^d} D\rho_t \cdot D(\nabla \cdot \zeta) \, d\gamma = \sum_{i,j} \int_{\mathbb{R}^d} \left( \partial_j \rho_t \partial_i^2 \zeta_i \right) \, d\gamma
= \sum_{i,j} \int_{\mathbb{R}^d} \left( -\partial_i^2 \rho_t \partial_j \zeta_i + \partial_i V \partial_j \rho_t \partial_j \zeta_i \right) \, d\gamma
- \sum_{i,j} \int_{\mathbb{R}^d} \left( \partial_j \rho_t \partial_i \zeta_i \partial_i V + \partial_j \rho_t \partial_j \zeta_i \partial_i^2 V \right) \, d\gamma
= -\sum_{i,j} \int_{\mathbb{R}^d} \left( -\partial_i^2 \rho_t \partial_i \zeta \partial_j \rho_t \partial_j \zeta + \partial_i V \partial_j \rho_t \partial_j \zeta \partial_i V \right) \, d\gamma
- \sum_{i,j} \int_{\mathbb{R}^d} \left( \partial_j \rho_t \partial_i \zeta \partial_i V + \partial_j \rho_t \partial_j \zeta \partial_i^2 V \right) \, d\gamma
= -\sum_{i,j} \int_{\mathbb{R}^d} \left( \partial_i^2 \rho_t \partial_i \zeta + \partial_i V \partial_j \rho_t \partial_j \zeta \partial_i V \right) \, d\gamma
= \int_{\mathbb{R}^d} \left( Dw_t : D\zeta + D^2 w_t \cdot \zeta \right) \, d\gamma = -a_\gamma(w_t, \zeta).
\]

Combined with (5.8), this shows that \( w_t := D\rho_t \) satisfies the variational formulation of (5.6). The case of \( \rho_0 \in W^{1,1}_\gamma(\mathbb{R}^d) \) follows by a standard approximation procedure, the fact that \( DS_t \rho_0 = R_t D\rho_0 \), and the \( L^1_\gamma \)-contraction property of \( R \). \( \square \)

### 5.4. Measure valued solutions to the modified KFP equation

Exactly like the \((K)FP\) equation, the modified system can be extended to vector-valued measures initial data. To \( w_t \), we associate the vector valued measures \( \nu_t := w_t \gamma \in \mathcal{M}(\mathbb{R}^d; \mathbb{R}^d) \) which satisfy the system
\[
\partial_t \nu_t = \Delta \nu_t + \nabla \cdot (D V \otimes \nu_t) - D^2 V \nu_t,
\]
in the weak sense, i.e.
\[
\frac{d}{dt} \int_{\mathbb{R}^d} \zeta \, d\nu_t = \int_{\mathbb{R}^d} \left( \Delta \zeta - D\zeta \otimes DV - D^2 V \zeta \right) \cdot d\nu_t \quad \forall \zeta \in C_c^2(\mathbb{R}^d).
\]

The semigroup can be extended to initial data which are vector valued measures with finite total variation using equi-integrability and moment estimates taken from [21].

**Proposition 5.5** (Equi-integrability and moment estimates). Let \( \zeta \) be a non-negative Borel function such that \( \mu(\zeta^2) = \int_{\mathbb{R}^d} \zeta^2 \, d\mu \) and \( \gamma(\zeta^2) = \int_{\mathbb{R}^d} \zeta^2 \, d\gamma \) are finite. If \( \Phi(\mu, \nu) < \infty \), we have
\[
\left( \int_{\mathbb{R}^d} \zeta \, d\nu \right)^2 \leq \Phi(\mu, \nu) \gamma(\zeta^2) h \left( \mu(\zeta^2)/\gamma(\zeta^2) \right).
\]

In particular, for every Borel set \( A \in \mathcal{B}(\mathbb{R}^d) \) we have
\[
\left( \nu(A) \right)^2 \leq \Phi(\mu, \nu) \gamma(A) h(\mu(A)/\gamma(A))
\]
(5.10)

which in particular yields \( \gamma(\mathbb{R}^d) = 1 \)
\[
\left( \nu(\mathbb{R}^d) \right)^2 \leq \Phi(\mu, \nu) h(\mu(\mathbb{R}^d))
\]
If moreover \( m_2(\mu) < \infty \), we can bound the first moment of \( |\nu| \) by

\[
m_1(|\nu|) = \int_{\mathbb{R}^d} |x| d|\nu| \leq \left( \Phi(\mu, \nu) m_2(\gamma) h(m_2(\mu)/m_2(\gamma)) \right)^{1/2}.
\] (5.11)

**Theorem 5.6.** For every \( \nu_0 \in \mathcal{M}(\mathbb{R}^d; \mathbb{R}^d) \) with \( m_1(|\nu_0|) < +\infty \), there exists a unique solution \( \nu_t = R_t \nu_0 \) in the class of weakly continuous maps \( t \mapsto \nu_t \in \mathcal{M}(\mathbb{R}^d; \mathbb{R}^d) \) with \( \sup_{t \in [0, T]} m_1(|\nu_t|) < +\infty \), for every final time \( T > 0 \). When \( \nu_0 = \nu_0 \gamma \) then \( R_t \nu_0 = R_t \nu_0 \gamma \). The map \( \nu_0 \mapsto R \nu_0 \) is stable in the following sense: if

\[
\nu_0 \mapsto \nu_0 \quad \text{weakly} \quad \text{in} \quad \mathcal{M}(\mathbb{R}^d; \mathbb{R}^d) \quad \text{with} \quad \sup_n m_1(|\nu_0^n|) < +\infty
\]
then \( R \nu_0^n \mapsto R \nu_0 \) in \( \mathcal{M}(\mathbb{R}^d; \mathbb{R}^d) \).

**Proof.** We divide the proof in three steps.

**Step 1.** Let us first associate to \( \nu = w \gamma \in \mathcal{M}(\mathbb{R}^d; \mathbb{R}^d) \) the probability measure

\[
u := \frac{1}{M} \frac{1}{\sqrt{1 + |x|^2}} |\nu| = \frac{1}{M} \frac{|w|}{\sqrt{1 + |x|^2}} \in \mathcal{P}(\mathbb{R}^d),
\] (5.12)

where the constant \( M \) is a renormalization factor such that \( v(\mathbb{R}^d) = 1 \). Observe that if \( m_1(|\nu|) = \int_{\mathbb{R}^d} |x| |w(x)| d\gamma \) is finite, then \( v \in \mathcal{P}_2(\mathbb{R}^d) \) and

\[
m_2(v) \leq \frac{1}{M} m_1(|\nu|).
\] (5.13)

We also choose the action density to be \( \phi_2(\rho, w) := |w|^2/\rho \) corresponding to \( h(\rho) = \rho \), and observe that the corresponding functional writes

\[
\Phi_2(v, w) = M \int_{\mathbb{R}^d} \sqrt{1 + |x|^2} |w(x)| d\gamma \leq M \left( v(\mathbb{R}^d) + m_1(|\nu|) \right).
\] (5.14)

**Proposition 5.7.** Let us suppose that \( w \in L_1^1(\mathbb{R}^d; \mathbb{R}^d) \) with \( m_1(|\nu|) < +\infty \) and set \( \nu := w \gamma, v \) as in (5.12), \( w_t = R_t w, \nu_t = w_t \gamma, v_t = S_t v \). Then

\[
|\nu_t|(|\mathbb{R}^d) \leq |\nu|(\mathbb{R}^d), \quad m_1(|\nu_t|) \leq |\nu|(\mathbb{R}^d) + 2 m_1(|\nu|) + 4 M m_2(\gamma),
\] (5.15)

and for any \( t > 0 \), we have

\[
\left( |\nu_t|(A) \right)^2 \leq M \left( v(\mathbb{R}^d) + m_1(|\nu|) \right) v_1(A) \quad \forall \ A \in \mathcal{B}(\mathbb{R}^d).
\] (5.16)

**Proof.** The first inequality of (5.15) follows by the \( L_1 \)-contraction property of \( R \). Since the FP flow contracts the Wasserstein distance by Proposition 5.2 and since \( \gamma \) is a stationary solution, the triangle inequality for the Wasserstein distance and the fact that \( \sqrt{m_2(\mu)} = W_2(\mu, \delta_0) \) yield

\[
\sqrt{m_2(\nu_t)} \leq W_2(\nu_t, \gamma) + \sqrt{m_2(\gamma)} \leq W_2(\nu, \gamma) + \sqrt{m_2(\gamma)} \leq \sqrt{m_2(\nu)} + 2 \sqrt{m_2(\gamma)}.
\]

On the other hand, (5.11) yields

\[
m_1(|\nu_t|) \leq \sqrt{m_2(\nu_t)} \sqrt{\Phi_2(\nu_t, \nu_t)} \leq \left( \sqrt{m_2(\nu)} + 2 \sqrt{m_2(\gamma)} \right) \sqrt{\Phi_2(\nu, \nu)}.
\]
Here we used the fact that \( \Phi_2(\nu_t, \nu_t) \leq \Phi_2(\nu, \nu) \). This will appear later as a consequence of Theorem 6.1 and is independent of the present result. Combined with (5.13) and (5.14), this proves the estimate on \( m_1(\nu_t) \).

Applying (5.10) and (5.14), we get (5.16).

**Step 2: existence.** Let us approximate a given \( \nu_0 \in M(\mathbb{R}^d; \mathbb{R}^d) \) with \( m_1(\nu_0) < +\infty \) by a sequence \( \nu^k = \nu^k \gamma \to \nu_0 \) as \( k \to +\infty \) in \( M(\mathbb{R}^d; \mathbb{R}^d) \) with \( w_k \in L^2_\gamma(\mathbb{R}^d; \mathbb{R}^d) \) and \( m_1(\nu_k) \to m_1(\nu_0) \). We set \( \nu^k := w^k \gamma \) with \( w^k = R_\gamma w_k \) so that \( \nu^k \) solves (5.9). Thanks to Proposition 5.7 we know that the first order moment of \( \nu^k \) is uniformly bounded. This is sufficient to pass to the limit (up to extraction of a suitable subsequence) in (5.9) and to find a solution \( \nu_t \) which is weakly* continuous in \( M(\mathbb{R}^d; \mathbb{R}^d) \) and satisfies the initial condition in the sense that \( \nu_t \to \nu_0 \) in \( M(\mathbb{R}^d; \mathbb{R}^d) \) as \( t \downarrow 0 \).

**Step 3: uniqueness and stability.** It follows by a standard duality argument, like in the case of Equation (5.6). If \( \nu^1_t \) and \( \nu^2_t \) are two weakly continuous solutions of (5.9), their difference \( \sigma_t := \nu^1_t - \nu^2_t \) solves

\[
\int_{\mathbb{R}^d} \zeta \cdot d\sigma_T = \int_0^T \int_{\mathbb{R}^d} \left( \partial_t \zeta_t + \nabla \zeta_t \cdot \nabla \zeta_t - \nabla \zeta_t \cdot \nabla V - \nabla^2 V \zeta_t \right) \cdot d\sigma_t \ dt
\]

for every \( T > 0 \) and \( \zeta \in C_c^\infty([0, T] \times \mathbb{R}^d; \mathbb{R}^d) \). By a mollification technique, it is not difficult to check that (5.17) also holds for every function \( \zeta \in C([0, T] \times \mathbb{R}^d; \mathbb{R}^d) \) with \( \partial_t \zeta \), \( \nabla \zeta \) and \( \nabla^2 \zeta \) continuous and bounded in \([0, T] \times \mathbb{R}^d\).

Next, we introduce a family of smooth convex potentials \( V_n \) with bounded derivatives of arbitrary orders, which satisfies a uniform Lipschitz condition

\[
|DV_n(x) - DV_n(y)| \leq L |x - y| \quad \forall x, y \in \mathbb{R}^d,
\]

for some positive constant \( L \) which is independent of \( n \) and such that

\[
V_n \to V, \quad DV_n \to DV, \quad D^2V_n \to D^2V \quad \text{pointwise as } n \to +\infty.
\]

For a given \( \eta \in C_c^\infty(\mathbb{R}^d; \mathbb{R}^d) \), we consider the solution \( \zeta_t \) of the time reversed (adjoint) parabolic equation

\[
\partial_t \zeta_t + \nabla \zeta_t \cdot \nabla V - \nabla^2 V \zeta_t = 0 \quad \text{in } (0, T) \times \mathbb{R}^d, \quad \zeta_T = \eta.
\]

Using a maximum principle that can be found in [23] and the fact that the first and second order spatial derivatives of \( \zeta \) solve an analogous equation, standard parabolic regularity theory shows that \( \zeta \) is sufficiently regular to be used as a test function in (5.17) and satisfies the uniform bound (observe that the second and third derivatives of \( V_n \) are still uniformly bounded)

\[
\sup_{t, x} |\zeta_n(t, x)| + |D\zeta_n| \leq C < +\infty.
\]

This leads to

\[
\int_{\mathbb{R}^d} \eta \cdot d\sigma_T \leq C \int_0^T \int_{\mathbb{R}^d} \left( |DV - DV_n| + |D^2V - D^2V_n| \right) |d\sigma_t| \ dt.
\]

Since the first order moment of \( |\sigma_t| \) is uniformly bounded, we can pass to the limit as \( n \to \infty \) obtaining \( \int_{\mathbb{R}^d} \eta \cdot d\sigma_T = 0 \). As \( \eta \) is arbitrary, we conclude that \( \nu^1_T = \nu^2_T \).

The stability is then a simple consequence of uniqueness. \( \square \)
6. Action decay along the KFP flow and consequences. We can prove now our main estimate, which is a refined version of Theorem \[2.1\] under the assumption that

\[
(1 - \beta) h h'' + 2 \beta (h')^2 \leq 0 \text{ holds in the sense of distributions.} \tag{6.1}
\]

Notice that \[(6.1)\] is equivalent to \[(3.3)\] with \(\beta := (1 - \alpha)/(1 + \alpha)\).

**Theorem 6.1.** Assume that \[(2.1)\] and \[(2.3)\] hold, and let \((\rho, w) \in L^1_\gamma(\mathbb{R}^d, \mathbb{R}^+) \times L^1_\gamma(\mathbb{R}^d, \mathbb{R}^d)\) be such that \(\Phi(\rho, w) < \infty\). If \[(6.1)\] is satisfied, then

\[
\Phi(S_t \rho, R_t w) + 2 \beta \sum_{i=1}^d \int_0^t \Phi(S_s \rho, \partial_i R_s w) e^{2(\lambda(s-t))} ds \leq e^{-2\lambda t} \Phi(\rho, w) \quad \forall t \geq 0.
\]

**Proof.** We first prove the result with the additional assumptions that \(0 < \rho_{\min} \leq \rho \leq \rho_{\max}\) and \(|w| \leq w_{\max} \gamma \text{ a.e. in } \mathbb{R}^d\). Assume that \(h\) is of class \(C^2(0, \infty)\). It follows that \(\rho_t = S_t \rho\) and \(w_t = R_t w\) satisfy the same bounds and, for all \(t > 0, \rho_t, \partial_t \rho_t \in W^{1,2}_\gamma(\mathbb{R}^d)\) and \(w_t, \partial_t w_t \in W^{1,2}_\gamma(\mathbb{R}^d, \mathbb{R}^d)\). The function \(\phi\) is of class \(C^2\) in the strip

\[
Q := [\rho_{\min}, \rho_{\max}] \times \{ w \in \mathbb{R}^d : |w| \leq w_{\max}\}
\]

and its differential \(D\phi(\rho, w)\) can be decomposed as

\[
D_r \phi(\rho, w) = g'(\rho) |w|^2, \quad D_w \phi(\rho, w) = 2g(\rho) w.
\]

Since \(g(\rho)\) and \(g'(\rho)\) are bounded, the differential is also in \(L^2_\gamma(\mathbb{R}^d; \mathbb{R}^{d+1})\). As a consequence, the time derivative of \(t \mapsto \Phi(\rho_t, w_t)\) exists and

\[
\frac{d}{dt} \Phi(\rho_t, w_t) = \int_{\mathbb{R}^d} \left( g'(\rho_t) |w_t|^2 \partial_i \rho_t + 2 g(\rho) w_t \cdot \partial_i w_t \right) d\gamma.
\]

In order to apply \[(5.3)\] and \[(5.7)\] we have to verify that all components of \(D\phi(\rho_t, w_t)\) are in \(W^{1,2}_\gamma(\mathbb{R}^d)\). We have already seen that they are in \(L^2(\mathbb{R}^d)\). Let us compute their \(x\)-derivative:

\[
D(\rho_\phi(\rho_t, w_t)) = g''(\rho_t) |w_t|^2 D\rho_t + 2 g'(\rho_t) w_t \cdot Dw_t,
\]

\[
D(\rho_\phi(\rho_t, w_t)) = 2 g'(\rho_t) w_t^i D\rho_t + 2 g(\rho_t) Dw_t^i \quad \text{for any } i = 1, 2, \ldots, d.
\]

The above functions are in \(L^2_\gamma(\mathbb{R}^d)\), since \(g(\rho_t), g'(\rho_t), g''(\rho_t)\) and \(w_t\) are bounded, so we get

\[
\frac{d}{dt} \Phi(\rho_t, w_t) = - \sum_{i=1}^d \int_{\mathbb{R}^d} \left( D^2 \phi(\rho_t, w_t)(\partial_i \rho_t, \partial_i w_t), (\partial_i \rho_t, \partial_i w_t) \right) d\gamma
\]

\[
- 2 \int_{\mathbb{R}^d} g(\rho_t) D^2 V w_t \cdot w_t d\gamma.
\]

Recalling \[(3.4)\] and the convexity assumption on \(V\), we find

\[
\frac{d}{dt} \Phi(\rho_t, w_t) \leq -2 \beta \sum_{i=1}^d \Phi(\rho_t, \partial_i w_t) - 2\lambda \Phi(\rho_t, w_t).
\]
It follows from Gronwall’s lemma that for all $s \in (0, t)$,

$$e^{2Mt} \Phi(\rho_t, \mathbf{w}_t) + 2\beta \sum_{i=1}^{d} \int_{s}^{t} \Phi(\rho_r, \partial_i \mathbf{w}_r) e^{2\lambda r} \, dr \leq e^{2\lambda s} \Phi(\rho_s, \mathbf{w}_s).$$

The result follows by passing to the limit as $s \downarrow 0$ and recalling that $\phi$ is continuous and bounded on $Q$ and $\rho_s$, $\mathbf{w}_s$ converge to $\rho$, $\mathbf{w}$ as $s \downarrow 0$ in $L^2(Q)$ and $L^2(Q; \mathbb{R}^d)$ respectively. The general result for an arbitrary concave function $h$ easily follows by approximating $h$ by a decreasing family of smooth concave functions in the interval $[\rho_{\text{min}}, \rho_{\text{max}}]$. Finally, the general case $\rho \in L^1(\mathbb{R}^d)$, $\mathbf{w} \in L^1(\mathbb{R}^d; \mathbb{R}^d)$, without upper and lower bounds, follows by approximation, using Lemmas 3.3 and 3.5.

We can extend the results of Theorem 6.1 to measure valued initial data.

**Corollary 6.2.** Assume that (2.1), (2.4) hold. Let $\mu \in \mathcal{P}_2(\mathbb{R}^d)$ and $\nu \in \mathcal{M}(\mathbb{R}^d; \mathbb{R}^d)$ with $m_1(\nu) < +\infty$. Then for every $t > 0$ we have $\mu_t = S_t \mu = \rho_t \gamma$, $\nu_t = \mathcal{R}_t \nu = \mathbf{w}_t \gamma$ with $\rho_t \in W^{1,1}(\mathbb{R}^d)$, $\mathbf{w}_t \in W^{1,1}(\mathbb{R}^d; \mathbb{R}^d)$ if $\beta > 0$, and

$$\Phi(\rho_t, \mathbf{w}_t) + 2\beta \sum_{n=1}^{n} \int_{0}^{t} \Phi(\rho_{s}, \partial_i \mathbf{w}_s) e^{2\lambda (s-t)} \, ds \leq e^{-2\lambda t} \Phi(\mu, \nu | \gamma) \quad \forall \ t > 0.$$

**Proof.** This follows directly from the measure formulation of the KFP flow (Proposition 5.2 and Theorem 5.6).

Let us now consider the entropy functional $\Psi(\rho) := \int_{\mathbb{R}^d} \psi(\rho) \, d\gamma$, for a function $\psi$ as in Section 4.

**Theorem 6.3.** Let $\rho \in \mathcal{D}(\Psi)$ with $\int_{\mathbb{R}^d} |x|^2 \rho \, d\gamma < \infty$ and let $\rho_t := S_t \rho$. Then $\Psi(\rho_t) < \infty$ and $P(\rho_t) < \infty$ for every $t > 0$, and we have

$$\frac{d}{dt} \Psi(\rho_t) = -P(\rho_t) \quad \text{and} \quad \frac{d}{dt} P(\rho_t) + 2\lambda P(\rho_t) \leq 0.$$

As a consequence, we have

$$\Psi(\rho_t) \leq e^{-2\lambda t} \Psi(\rho), \quad t P(\rho_t) \leq (1 + 2\lambda t) e^{-2\lambda t} \Psi(\rho), \quad P(\rho_t) \leq e^{-2\lambda t} P(\rho)$$

for any $t \geq 0$ and the following entropy – entropy production inequality, or generalized Poincaré inequality, holds

$$\Psi(\rho) \leq \frac{1}{2\lambda} P(\rho), \quad \forall \rho \in \mathcal{D}(\Psi) \quad \text{such that} \quad \int_{\mathbb{R}^d} |x|^2 \rho \, d\gamma < \infty.$$

**Proof.** It is not restrictive to assume that $\int_{\mathbb{R}^d} \rho \, d\gamma = 1$. We first prove Theorem 6.3 for a function $h$ which grows at least linearly at $\infty$, and therefore satisfies $h(r) \geq h(r)$ for some constant $h > 0$. The general result follows by writing $h$ as the limit of a decreasing sequence of such concave functions $h_n$, observing that the corresponding actions $\phi_n$ and entropies $\psi_n$ converge increasingly to $\phi$ and $\psi$ respectively.

By (4.1) we know that $\mathcal{H}(\rho)$ is finite and therefore we have

$$\int_{0}^{\infty} \mathcal{H}(\rho_t) \, dt \leq \mathcal{H}(\rho) < \infty \quad \text{and} \quad \int_{0}^{\infty} \frac{|D \psi(\rho_t)|^2}{\rho_t} \, d\gamma < \infty.$$
where the second estimate follows from (4.2).

Applying the chain rule for convex functionals in Wasserstein spaces (see for instance [3, p. 233], we obtain that the map $t \mapsto \Psi(\rho_t)$ is absolutely continuous and

$$-\frac{d}{dt} \Psi(\rho_t) = \int_{\mathbb{R}^d} \frac{D L_{\Psi}(\rho_t)}{\rho_t} \cdot \frac{D \rho_t}{\rho_t} \rho_t \, d\gamma = P(\rho_t).$$

By combining Theorems 5.4 and 6.1 applied with $w_t := D \rho_t$ and differentiating with respect to $t$, we get that $-\frac{d}{dt} P(\rho_t) \geq 2\lambda P(\rho_t)$. All other estimate are easy consequences that have already been established in Section 1.

7. Contraction of the $h$-Wasserstein distance and KFP as a gradient flow.

Consider the space $\mathcal{P}_{h,\gamma}(\mathbb{R}^d)$ of probability measures at finite $W_{h,\gamma}$ distance from $\gamma$. From (3.1), we know that $\gamma$ has finite quadratic moments and, as a consequence of [20, Theorem 5.9], any measure in $\mathcal{P}_{h,\gamma}(\mathbb{R}^d)$ also has finite quadratic moments. The same result holds for moments of higher order.

**Theorem 7.1.** For every $\sigma, \eta \in \mathcal{P}_{h,\gamma}(\mathbb{R}^d)$, we have

$$W_{h,\gamma}(S_t\sigma, S_t\eta) \leq e^{-\lambda t} W_{h,\gamma}(\sigma, \eta) \quad \forall t \geq 0.$$

**Proof.** It is a straightforward consequence of Corollary 6.2 and Theorem 3.8.

**Theorem 7.2.** For every $\mu \in \mathcal{P}_{h,\gamma}(\mathbb{R}^d)$, we have

$$\frac{1}{2} \frac{d}{dt} W^2_{h,\gamma}(S_t\mu, \sigma) + \frac{\lambda}{2} W^2_{h,\gamma}(S_t\mu, \sigma) + \Psi(S_t\mu | \gamma) \leq \Psi(\sigma | \gamma) \quad \forall \sigma \in \mathcal{D}(\Psi). \quad (7.1)$$

**Proof.** Let us first notice that since $\mathcal{P}_{h,\gamma}(\mathbb{R}^d)$ is stable under the action of the semigroup $(S_t)$, it is sufficient to prove (7.1) only at $t = 0$, under the assumption that $\mu$ writes as $S_\tau \bar{\mu}$, for some $\tau > 0$. We make the additional assumption on the function $h$ that there exists some $h > 0$ for which

$$h(r) \geq hr \quad \forall r > 0. \quad (7.2)$$

This assumption will be removed later in the proof. Let $\varepsilon > 0$ fixed and $(\rho^s, w^s) \in L^1(\mathbb{R}^d) \times L^1(\mathbb{R}^d, \mathbb{R}^d)$, $s \in [0, 1]$, be an admissible curve connecting $\sigma$ to $\mu$ such that

$$W^2_{h,\gamma}(\mu, \sigma) \leq \varepsilon\Phi(\rho^s, w^s) \leq W^2_{h,\gamma}(\mu, \sigma) + \varepsilon,$$

where $\varepsilon\Phi(\rho^s, w^s) := \int_0^1 \Phi(\rho^s, w^s) \, ds$. For any $\kappa > 0$, we take $\rho_\kappa^s = \rho^s + \kappa \geq \kappa$. Since $h$ is non decreasing, we still have

$$\varepsilon\Phi(\rho_\kappa^s, w^s) \leq W^2_{h,\gamma}(\mu, \sigma) + \varepsilon. \quad (7.3)$$

Notice that, thanks to [21, Theorem 5.17] (also see Theorem 3.8), it is possible to assume that

$$\varepsilon\Phi(\rho_\kappa^s, w^s) = \Phi(\rho_\kappa^s, w^s) \quad (7.4)$$

is constant with respect to $s \in [0, 1]$. For $t > 0$, we set

$$\rho^{s,t}_\kappa = S_t\rho_\kappa^s, \quad w^{s,t}_\kappa = R_t w^s - t D \rho^{s,t}_\kappa.$$
It is clear that \((\rho_{s,t}^\kappa, w_{s,t}^\kappa)\) connects \(\sigma + \kappa \gamma\) to \(S_t(\mu + \kappa \gamma) = S_t \mu + \kappa \gamma\). Note that, thanks to the maximum principle, we have \(\rho_{s,t}^\kappa \geq \kappa\). We claim that it is admissible. Indeed,

\[
\partial_s \rho_{s,t}^\kappa = S_{st}(\partial_s \rho_{s,t}^\kappa) + t \partial_{\tau}(S_t \rho_{s,t}^\kappa)|_{\tau = st} = -S_{st}(\nabla_{s,t} \cdot w^s) + \nabla_{s,t} \cdot (t D \rho_{s,t}^\kappa),
\]

since \((\rho_{s,t}^\kappa, w^s)\) is admissible. Hence,

\[
\partial_s \rho_{s,t}^\kappa = \nabla_{s,t} \cdot (-R_{st} w^s + t D \rho_{s,t}^\kappa) = -\nabla_{s,t} \cdot (w_{s,t}^\kappa).
\]

It follows from the definition of \(W_{h,\gamma}^2\) that

\[
W_{h,\gamma}^2(S_t \mu + \kappa \gamma, \sigma + \kappa \gamma) \leq \mathcal{E}_\Phi(\rho_{s,t}^\kappa, w_{s,t}^\kappa),
\]

hence, with (7.3) and (7.4), we obtain

\[
\frac{1}{2} [W_{h,\gamma}^2(S_t \mu + \kappa \gamma, \sigma + \kappa \gamma) - W_{h,\gamma}^2(S_t \mu, \sigma)] \leq \frac{1}{2} [\mathcal{E}_\Phi(\rho_{s,t}^\kappa, w_{s,t}^\kappa) - \mathcal{E}_\Phi(\rho_{s,t}^\kappa, w^s)] + \frac{\varepsilon}{2}.
\]

By definition of \(\mathcal{E}_\Phi\), we have

\[
\mathcal{E}_\Phi(\rho_{s,t}^\kappa, w_{s,t}^\kappa) = \int_0^1 \Phi (S_{st} \rho_{s,t}^\kappa, R_{st} w^s - t D \rho_{s,t}^\kappa) \, ds,
\]

where

\[
\Phi (S_{st} \rho_{s,t}^\kappa, R_{st} w^s - t D \rho_{s,t}^\kappa) = \int_{\mathbb{R}^d} \frac{|R_{st} w^s - t D \rho_{s,t}^\kappa|^2}{h(\rho_{s,t}^\kappa)} \, d\gamma
\]

\[
= \int_{\mathbb{R}^d} \frac{|R_{st} w^s|^2}{h(\rho_{s,t}^\kappa)} \, d\gamma - 2t \int_{\mathbb{R}^d} \frac{D \rho_{s,t}^\kappa \cdot R_{st} w^s}{h(\rho_{s,t}^\kappa)} \, d\gamma + t^2 \int_{\mathbb{R}^d} \frac{|D \rho_{s,t}^\kappa|^2}{h(\rho_{s,t}^\kappa)} \, d\gamma
\]

\[
\leq \int_{\mathbb{R}^d} \frac{|R_{st} w^s|^2}{h(\rho_{s,t}^\kappa)} \, d\gamma - 2t \int_{\mathbb{R}^d} \frac{D \rho_{s,t}^\kappa \cdot w_{s,t}^\kappa}{h(\rho_{s,t}^\kappa)} \, d\gamma,
\]

and hence,

\[
\mathcal{E}_\Phi(\rho_{s,t}^\kappa, w_{s,t}^\kappa) \leq \mathcal{E}_\Phi(S_{st} \rho_{s,t}^\kappa, w^s) - 2t \int_0^1 \int_{\mathbb{R}^d} \frac{D \rho_{s,t}^\kappa \cdot w_{s,t}^\kappa}{h(\rho_{s,t}^\kappa)} \, d\gamma \, ds.
\]

**Lemma 7.3.** If (7.2) holds, then we have

\[
\int_0^1 \int_{\mathbb{R}^d} \frac{D \rho_{s,t}^\kappa \cdot w_{s,t}^\kappa}{h(\rho_{s,t}^\kappa)} \, d\gamma \, ds = \Psi(S_t \mu + \kappa \gamma | \gamma) - \Psi(\sigma + \kappa \gamma | \gamma).
\]

**Proof.** Recall that \(\rho_{s,t}^\kappa = S_{st} \rho_{s,t}^\kappa\), with \(\rho_{s,t}^\kappa \in L^1_\gamma(\mathbb{R}^d)\). Then, acting as in the proof of Proposition 4.2, we get that

\[
\int_\tau^1 \int_{\mathbb{R}^d} \frac{|D \rho_{s,t}^\kappa|^2}{h(\rho_{s,t}^\kappa)} \, d\gamma \, ds < \infty \quad \forall \tau > 0.
\]
The assumption (7.2) on \( h \) then leads to
\[
\int_{\tau}^{1} \int_{\mathbb{R}^d} \frac{|DL\psi(\rho_{\kappa,s}^{t})|^2}{\rho_{\kappa,s}^{t}} \, d\gamma \, ds \leq \frac{1}{h^2} \int_{\tau}^{1} \int_{\mathbb{R}^d} \frac{|D\rho_{\kappa,s}^{t}|^2}{\rho_{\kappa,s}^{t}} \, d\gamma \, ds < \infty. 
\]
The next step consists in proving that
\[
\int_{\tau}^{1} \int_{\mathbb{R}^d} \frac{|w_{\kappa,s}^{t}|^2}{\rho_{\kappa,s}^{t}} \, d\gamma \, ds < \infty. \tag{7.9}
\]
Note that \( \rho_{\kappa,s}^{t} \geq \kappa \) and the concavity of \( h \) implies that
\[
h(\rho_{\kappa,s}^{t}) \leq \frac{h(\kappa)}{\kappa} \rho_{\kappa,s}^{t},
\]
hence
\[
\int_{\tau}^{1} \int_{\mathbb{R}^d} \frac{|\rho_{\kappa,s}^{t} \cdot w_{\kappa,s}^{t}|}{\rho_{\kappa,s}^{t}} \, d\gamma \, ds \leq \frac{h(\kappa)}{\kappa} \int_{\tau}^{1} \int_{\mathbb{R}^d} \frac{|w_{\kappa,s}^{t}|^2}{h(\rho_{\kappa,s}^{t})} \, d\gamma \, ds < \infty
\]
since the KFP flow decreases the action. The bound (7.9) immediately follows from the previous one and (7.8). As a consequence, we can apply the chain rule in Wasserstein space, which implies that the function \( s \mapsto \Psi(\rho_{\kappa,s}^{t}) \) is absolutely continuous on \([\tau, 1]\) and, for all \( s \in [\tau, 1] \),
\[
\frac{d}{ds} \int_{\mathbb{R}^d} \psi(\rho_{\kappa,s}^{t}) \, d\gamma = \int_{\mathbb{R}^d} \frac{DL\psi(\rho_{\kappa,s}^{t})}{\rho_{\kappa,s}^{t}} \cdot \frac{w_{\kappa,s}^{t}}{\rho_{\kappa,s}^{t}} \, d\gamma = \int_{\mathbb{R}^d} \frac{D\rho_{\kappa,s}^{t}}{h(\rho_{\kappa,s}^{t})} \cdot \frac{w_{\kappa,s}^{t}}{h(\rho_{\kappa,s}^{t})} \, d\gamma. \tag{7.10}
\]
Integrating (7.10) on \([\tau, 1]\) and letting \( \tau \) go to 0 finally leads to (7.7). \( \square \)

Let us go back to the proof of Theorem 7.2. We put (7.5) and (7.6) together and obtain
\[
\frac{1}{2} \left[ W_{h,\gamma}^2(S_t \mu + \kappa \gamma, \sigma + \kappa \gamma) - W_{h,\gamma}^2(\mu, \sigma) \right]
\leq \frac{1}{2} \left[ \mathcal{E}_{\psi}(S_t \rho_{\kappa,s}^{t}, R_{st}w^s) - \mathcal{E}_{\psi}(\rho_{\kappa,s}^{t}, w^s) \right] + \frac{1}{2} \left[ \Psi(\sigma + \kappa \gamma \mid \gamma) - \Psi(S_t \mu + \kappa \gamma \mid \gamma) \right] + \frac{\varepsilon}{2}.
\]

We then use the main estimate in Theorem 6.1 with \( \beta = 0 \) and (7.4) to write
\[
\frac{1}{2} \left[ \mathcal{E}_{\psi}(S_t \rho_{\kappa,s}^{t}, R_{st}w^s) - \mathcal{E}_{\psi}(\rho_{\kappa,s}^{t}, w^s) \right] \leq - \frac{1}{2} I_\lambda(t) \mathcal{E}_{\psi}(\rho_{\kappa,s}^{t}, w^s)
\leq - \frac{1}{2} I_\lambda(t) W_{h,\gamma}^2(S_t \mu + \kappa \gamma, \sigma + \kappa \gamma),
\]
where \( I_\lambda(t) := \int_0^1 (1 - e^{-2\lambda t s}) \, ds \). It follows that
\[
\frac{1}{2} \left[ W_{h,\gamma}^2(S_t \mu + \kappa \gamma, \sigma + \kappa \gamma) - W_{h,\gamma}^2(\mu, \sigma) \right] + \frac{1}{2} I_\lambda(t) W_{h,\gamma}^2(S_t \mu + \kappa \gamma, \sigma + \kappa \gamma)
\leq t \left[ \Psi(\sigma + \kappa \gamma \mid \gamma) - \Psi(S_t \mu + \kappa \gamma \mid \gamma) \right] + \frac{\varepsilon}{2}.
\]
If we first let $\varepsilon$ and then $\kappa$ go to 0 in the above estimate, we get that

$$\frac{1}{2} [W^2_{h,\gamma}(S_{t\mu}, \sigma) - W^2_{h,\gamma}(\mu, \sigma)] + \frac{1}{2} \int_0^t \lambda(s) W^2_{\gamma}(S_{s\mu}, \sigma) \leq t [\Psi(\sigma | \gamma) - \Psi(S_{t\mu} | \gamma)]$$

(7.11)
as soon as $h$ satisfies the assumption (7.2). Now, any concave and non-decreasing function $h$ can be decreasingly approached by a sequence $(h_n)$ satisfying (7.2), and the corresponding entropies converge increasingly. Then, with Theorem 7.2, Inequality (7.11) turns out to be valid for any general $h$. To complete the proof of Theorem 7.2, it just remains to divide (7.11) by $t$ and let $t$ go to 0. \[ \square \]
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