CAPTURING SMALL SCALES IN ELLIPTIC PROBLEMS USING A RESIDUAL-FREE BUBBLES FINITE ELEMENT METHOD∗
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Abstract. In this work we study the residual-free bubbles (RFB) finite element method for solving second order elliptic equations with rapidly varying coefficients. The RFB technique is closely related to both the multiscale finite element method (MsFEM) introduced by Hou, Wu, and Cai [Math. Comp., 68 (1999), pp. 913–943] and the upscaling procedures which are very common in the engineering literature for solving this kind of partial differential equation. We also introduce a variation of the RFB method, based on macrobubbles and referred to as the residual-free macrobubbles (RFMB) method, which gives more accurate numerical solutions. In the case of periodic coefficients we are able to prove a priori error estimates for the methods. Eventually, we test the numerical methods on model problems.
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1. Introduction. This paper is devoted to the numerical treatment of second order elliptic boundary value problems with highly oscillatory coefficients. Our model problem is

\[ \begin{align*}
\mathcal{L}u &= f \quad \text{in } \Omega, \\
    u &= 0 \quad \text{on } \partial\Omega,
\end{align*} \tag{1.1} \]

where the differential operator is \( \mathcal{L}(\cdot) := \nabla \cdot (a \cdot \nabla (\cdot)) \), \( u \) is the solution defined on the convex polygonal domain \( \Omega \subseteq \mathbb{R}^2 \) with unitary diameter, \( a = \{a_{ij}\} \) are the coefficients of the differential operator, and \( f \in L^2(\Omega) \) is the source term. Classical numerical methods such as the plain Galerkin finite element method are very effective only if the mesh is fine enough compared to the scale of \( a \). When \( a \) is highly oscillatory, standard methods may require a too much refined mesh in order to achieve a satisfactory approximation of \( u \). This may occur actually in practical applications, as the simulation of flow in a porous media, governed by Darcy’s law: typically \( a \), which represents the permeability, has some small scale properties that we do not want to solve on a very fine mesh, but we have to somehow take into account those small scale details in order to deal with coarser meshes. Therefore in the last two decades many remedies have been proposed, particularly in the engineering literature, under the common name of upscaling procedures (see [12] for a review).

In this paper we discuss the advantages of using the residual-free bubbles (RFB) approach for solving problem (1.1), especially for rapidly varying \( a \). We consider the effect of the enrichment of the usual finite element space by means of bubbles (functions whose support stays within the elements) or macrobubbles (whose support stays inside macroelements). We shall analyze the pros and cons of those approaches, and for the case of periodic \( a \) we will be able to prove a priori error estimates.
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The RFB method has been first proposed by Brezzi and Russo in [9] for advection-diffusion problems; it is based on previous ideas (see [1, 4]) and has been further analyzed in [5, 6, 7, 14, 18]. Its validity in a more general framework has been advocated by Brezzi and Marini in the recent work [8].

As shown in [8] and in the following section, the RFB method when applied to (1.1) has a close relation to the multiscale finite element method (MsFEM) proposed by Hou, Wu, and Cai in [15], where they also develop a theoretical analysis which is a mathematical justification of the upscaling approach (we notice for the interested reader that the MsFEM has been very effectively improved in the recent work [11] by means of the so-called oversampling technique, whose analogous in the RFB framework is not investigated in the present paper). Our analysis (in section 4) could be considered, as well, as a mathematical justification of the upscaling from a different point of view; further we shall see that using macrobubbles makes the method more accurate.

The outline of the paper is as follows: in section 2 we present the notation, the RFB method, and we discuss its relation to the MsFEM and to upscaling procedures; in section 3 we extend the formulation to allow macrobubbles; section 4 is devoted to the theoretical analysis of the proposed numerical methods, while in section 5 we discuss the numerical implementation of the methods and confirm, by means of numerical testing, the effectiveness of this methodology.

2. The RFB formulation. Given a regular subset $\omega$ (possibly one-dimensional) of $\Omega$, we follow the usual notation for denoting Lebesgue spaces $L^p(\omega)$, endowed with the norm $\| \cdot \|_{L^p(\omega)}$, and Sobolev spaces $H^s(\omega) \equiv W^{2,s}(\omega)$, with norm $\| \cdot \|_{H^s(\omega)}$ and seminorms $| \cdot |_{H^s(\omega)}$, where $s \in \mathbb{R}$ (see [16] for details). $H^1_0(\omega)$ is the space of $H^1(\omega)$ functions with null trace on the boundary $\partial \omega$, equipped with the norm $\| \cdot \|_{H^1_0(\omega)} := | \cdot |_{H^1(\omega)}$. The standard notation $\langle \cdot, \cdot \rangle$ is used for the pairing between spaces in duality.

In what follows, $C$ and $C_i$ denote generic constants whose value, possibly different at any occurrence, can depend only on the explicitly indicated quantities. We also adopt the notational convention

$$\alpha \simeq \beta \iff \alpha \leq C_1 \beta \text{ and } \beta \leq C_2 \alpha.$$ 

We introduce the bilinear form $a : H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{R}$, defined as

$$a(w, v) := \int_{\Omega} \nabla w(x)^t \cdot a(x) \cdot \nabla v(x) \, dx.$$ 

We assume in the paper that $a$ is symmetric, uniformly bounded, and positive definite:

$$\|a\|_{L^\infty} \leq C_1,$$ 

$$\|\xi\| = 1 \Rightarrow \xi^t \cdot a(x) \cdot \xi \geq C_2 > 0;$$

thanks to the Poincaré inequality $a(\cdot, \cdot)$ is coercive on $H^1_0(\Omega)$:

$$a(v, v) \geq C\|v\|^2_{H^1(\Omega)} \quad \forall v \in H^1_0(\Omega),$$

where $C > 0$. Therefore the variational formulation of (1.1) is

$$\begin{cases} 
\text{Find } u \in H^1_0(\Omega) \text{ such that} \\
\quad \quad a(u, v) = \langle f, v \rangle \quad \forall v \in H^1_0(\Omega).
\end{cases}$$
AS USUAL IN THE FINITE ELEMENT FRAMEWORK, WE ASSUME TO HAVE A PARTITION $T_h$ OF THE DOMAIN $\Omega$ INTO ELEMENTS $T$, EITHER TRIANGLES OR QUADRILATERALS. LET $T_h$ BE ADMISSIBLE (I.E., NONOVERLAPPING ELEMENTS, THEIR UNION REPRODUCES THE DOMAIN, ETC.), SHAPE REGULAR (I.E., THE ELEMENTS VERIFY A MINIMUM ANGLE CONDITION), AND QUASI-UNIFORM, WHERE THE MAXIMUM DIAMETER OF ELEMENTS IS $h \leq 1$.

LET $V_P$ DENOTE THE USUAL SPACE OF CONTINUOUS PIECEWISE LINEAR (FOR TRIANGULAR ELEMENTS) OR BILINEAR (FOR QUADRILATERAL ELEMENTS) FINITE ELEMENT FUNCTIONS. THE CASE OF HIGHER ORDER ELEMENTS COULD BE CONSIDERED AS WELL. THE PLAIN GALERKIN FINITE ELEMENT METHOD FOR (1.1) IS BASED ON (2.4), TAKING $V_P$ INSTEAD OF $H^1_0(\Omega)$; ITS ACCURACY IS VERY POOR WHEN THE MESH-SIZE $h$ IS LARGER THAN THE SMALLEST SCALE OF $a$, WHICH IS ACTUALLY THE CASE WE WANT TO DEAL WITH.

WE NOW INTRODUCE THE BUBBLES SPACE

$$V_B := \{ v \in H^1_0(\Omega) \text{ such that } v|_{\partial T} = 0 \ \forall T \in T_h \}$$

AND THE AUGMENTED SPACE

$$V_h := V_P \oplus V_B.$$ 

AT THE ABSTRACT LEVEL, THE RFB METHOD READS

$$\begin{cases} 
\text{Find } u_h \in V_h \text{ such that } \\
(a(u_h, v) = \langle f, v \rangle \ \forall v \in V_h. 
\end{cases}$$

THE METHOD WAS FIRST PROPOSED BY BREZI and RUSSO (IN [9]) FOR ADVECTION-DIFFUSION PROBLEMS. IN THAT CONTEXT THE DEGREES OF FREEDOM OF $V_B$ WERE STATICALLY CONDENSED BY HAND, BECAUSE OF THE PARTICULAR STRUCTURE OF THAT DIFFERENTIAL OPERATOR. THIS IS NOT THE CASE HERE: ACTUALLY WE NEED TO COMPUTE NUMERICALLY THE DEGREES OF FREEDOM OF $V_B$ BY INTRODUCING SUFFICIENTLY FINE SUBGRIDS WITHIN EACH ELEMENT $T \in T_h$; WE POSTPONE THE DETAILS OF THE CHOICE OF SUCH SUBGRIDS UNTIL SECTION 4.

IN THE NEXT SECTIONS WE SHALL SHOW THE AdvANTAGES AND DISADVANTAGES OF USING THE RFB METHODOLOGY FOR SOLVING (1.1). WE DISCUSS NOW THE STRUCTURE OF THE ALGORITHM ONE CAN DERIVE FROM (2.7). THE CRUCIAL POINT IS THAT WE CAN SEPARATE THE BUBBLES DEGREES OF FREEDOM (INSIDE THE ELEMENTS) FROM THE DEGREES OF FREEDOM ON THE ELEMENT INTERFACES $\partial T$. DOING THAT, WE DECOUPLE (2.7) INTO LOCAL PROBLEMS (INSIDE THE ELEMENTS, I.E., ON THE SUBGRIDS MENTIONED BEFORE) AND A SINGLE GLOBAL PROBLEM ON THE COARSE GRID $T_h$. WE PRESENT, FOLLOWING [8], TWO DIFFERENT DECOUPLING OF (2.7): IN THE FIRST CASE THE GLOBAL PROBLEM CORRESPONDS TO A USUAL FEM FOR A MODIFIED DIFFERENTIAL OPERATOR (SEE SECTION 2.1), WHILE IN THE SECOND CASE WE END UP WITH A FEM WITH SPECIAL SHAPE FUNCTIONS.

IN THE REST OF THE PRESENT SECTION WE RESTRICT OURSELVES TO PIECEWISE CONSTANTS SOURCE TERMS $f$, AND WE DENOTE BY $F = \{ f \}$ THE SET OF ALL THE ADMISSIBLE PIECEWISE CONSTANT SOURCE TERMS. ONE COULD ALSO CONSIDER (WITH MINOR MODIFICATION) ANY FINITE DIMENSIONAL SET $F$.

2.1. RFB method as an upscaling procedure. Upscaling procedures modify the differential operator, usually by changing $a$ into $a^*$, in such a way that the numerical solution by a plain Galerkin scheme (or other kinds of standard numerical methods) on the coarse grid (i.e., $T_h$) is close to a filtered solution. The upscaled $a^*$ takes into account the effect of the small scales which are not contained into the finite element space $V_P$. The construction of $a^*$ is performed by solving local problems at the scale of the element size on a fine grid.
We are going to show here that a direct solution for the polynomial degrees of freedom of (2.7) leads to an upscaling procedure; in other words, the RFB method could be seen as a justification from a different point of view of the upscaling approach.

We consider here triangular elements. By (2.6), we can decompose \( u_h = u_P + u_B \) in a unique way, and analogously we can split the system of equations (2.7) into

\[
\begin{align*}
\mathfrak{L}_P (u) + \mathfrak{L}_B (u) &= f \quad \forall v \in \mathbb{V}_P, \\
\mathfrak{L}_P (u) + \mathfrak{L}_B (u) &= f \quad \forall v \in \mathbb{V}_B.
\end{align*}
\]

We recognize that the first equation (2.8) gives the polynomial (coarse scale) approximation \( u_P \), once the effect of \( u_B \), which is \( \mathfrak{L}_B (u) \), is known. Indeed we can follow the general procedure of [8, equations (3.20)–(3.23)]: after solving (2.9) for \( u_B \), with \( u_P \) and \( f \) as data, and substituting back in (2.8), we end up with an upscaled formulation for \( u_P \), as stated in the next proposition.

**Proposition 2.1.** The \( u_P \), given by (2.8)–(2.9), verifies

\[
a^*(u_P, v) = \langle f^*, v \rangle \quad \forall v \in \mathbb{V}_P,
\]

where

\[
a^*(w, v) = \int_\Omega \nabla w(x)^t \cdot a^*(x) \cdot \nabla v(x) \, dx,
\]

the coefficients \( a^* \equiv \{ a^*_{ij} \} \) are given by

\[
a^*_{ij} | _T = \frac{1}{| T |} \int_T \left( a_{ij}(x) + \sum_k a_{ik}(x) \frac{\partial \chi_j(x)}{\partial x_k} \right) \, dx \quad \forall T \in \mathcal{T}_h,
\]

the source term is given by

\[
\langle f^*, v \rangle := - \sum_{T \in \mathcal{T}_h} \int_{\partial T} f(x)(n_T(x))^t \cdot a(x) \cdot \nabla \chi_0(x))v(x) \, dx \quad \forall v \in \mathbb{V}_P,
\]

and, eventually, \( \chi_i \in \mathbb{V}_B \) are in each element \( T \in \mathcal{T}_h \) the solutions of the local problems

\[
\begin{align*}
- \nabla \cdot (a \cdot \nabla \chi_0(x)) &= 1, \\
- \nabla \cdot (a \cdot \nabla \chi_j(x)) &= \sum_i \frac{\partial a_{ij}(x)}{\partial x_i}.
\end{align*}
\]

**Proof.** We focus attention on a typical element \( T \in \mathcal{T}_h \) and, in what follows, each function, operator, and form is restricted to \( T \); with an abuse of notation, the restriction to \( T \) will not be indicated. Recall that both \( f \) and \( \frac{\partial u_P}{\partial x_j} \) are assumed to be constant (on \( T \)). From (2.9) we get

\[
\mathfrak{L}_B (x) = f - \mathfrak{L}_P (x) = f + \sum_{ij} \frac{\partial a_{ij}(x)}{\partial x_i} \frac{\partial u_P}{\partial x_j};
\]

using this and (2.14)–(2.15), we obtain

\[
u_B (x) = f \chi_0(x) + \sum_j \frac{\partial u_P}{\partial x_j} \chi_j(x),
\]

whence

\[
a(u_B, v) = f a(\chi_0, v) + \sum_j \frac{\partial u_P}{\partial x_j} a(\chi_j, v) = I + II.
\]
We recognize that $-I$ gives the contribution of the bubble elimination (on $T$) on the right-hand side of (2.8), while $II$ gives the contribution on the left-hand side of (2.8). Therefore (using integration by parts and (2.14))

$$\langle f^*, v \rangle = \langle f, v \rangle - f \alpha(\chi_0, v)$$

$$= f \left( \int_T v(x) \, dx - \int_T \nabla v(x)^t \cdot a(x) \cdot \nabla \chi_0(x) \, dx \right)$$

$$= -f \int_{\partial T} (\mathbf{n}_T(x)^t \cdot a(x) \cdot \nabla \chi_0(x)) \, v(x) \, dx$$

and analogously (still using integration by parts and (2.15))

$$a^*(u_P, v) = a(u_P, v) + II$$

$$= \sum_{ij} \frac{\partial u_P}{\partial x_j} \frac{\partial v}{\partial x_i} \int_T a_{ij}(x) \, dx$$

$$+ \sum_j \frac{\partial u_P}{\partial x_j} \int_T \sum_{ik} a_{ik}(x) \frac{\partial \chi_j(x)}{\partial x_k} \frac{\partial v}{\partial x_i} \, dx$$

$$= \sum_{ij} \frac{\partial u_P}{\partial x_j} \frac{\partial v}{\partial x_i} \int_T \left( a_{ij}(x) + \sum_k a_{ik}(x) \frac{\partial \chi_j(x)}{\partial x_k} \right) \, dx;$$

this proves (2.10)–(2.13).

\[\square\]

2.2. RFB method as a multiscale method. In the present subsection we still restrict ourselves to piecewise constant source terms $f \in F$. Then we introduce the subspace of bubbles $V_F \subset V_B$ (where $\dim(V_F) = \dim(F)$) containing local solutions for source terms in $F$:

$$V_F := \{w \in V_B : a(w, v) = \langle \psi, v \rangle, \psi \in F \, \forall v \in V_B \}.$$  \hfill (2.16)

In our case, the construction of a basis $\{\phi_i\}$ for $V_F$ is just a matter of solving $L\phi_i = 1$ in each element $T_i \in T_h$. We also introduce the space $V_L \subset V_h$ of locally $L$-homogeneous functions, which means

$$V_L := \{w \in V_h : a(w, v) = 0 \, \forall v \in V_B \}.$$  \hfill (2.17)

We have $\dim(V_L) = \dim(V_P)$, and again the construction of a basis for $V_L$ is based on solving local problems: one needs to modify a basis for $V_P$ in the interior of the elements; moreover, $V_L$ and $V_P$ are orthogonal w.r.t. $a(\cdot, \cdot)$. We can merge the two bases in a basis for $V_L \oplus V_F$, which is a finite dimensional coarse space ($\dim(V_L \oplus V_F) = \dim(V_L) + \dim(V_F)$). Note that the RFB solution $u_h$ belongs to $V_L \oplus V_F$, and we can restate (2.7) as

$$\text{Find } u_h \in V_L \oplus V_F \text{ such that } a(u_h, v) = \langle f, v \rangle \quad \forall v \in V_L \oplus V_F.$$  \hfill (2.18)

Therefore we can look at the RFB method as a Galerkin formulation on a coarse grid, with special shape functions, the shape being determined by solving local problems.

As discussed in [8], (2.18) is similar to the MsFEM. If compared to (2.18), the MsFEM formulation is just the restriction of that formulation to the sole space $V_L$:
in other words, the numerical approximation given by the MsFEM, here denoted by $u_{MsFEM}$, belongs to $V_L$ and verifies
\begin{equation}
    a(u_{MsFEM}, v) = \langle f, v \rangle \quad \forall v \in V_L.
\end{equation}

The two methods, i.e., RFB and MsFEM, are actually very closely related. Indeed, due to the orthogonality between $V_L$ and $V_B$, $u_{MsFEM}$ coincides with $u_h$ on the boundaries $\partial T$ of the elements $T \in T_h$; see [8, Theorem 1] for more details.

3. The formulation with macrobubbles. As we shall see in following sections, the RFB method is not completely satisfactory, because it is affected by the so-called resonance error, which means that it has a poor accuracy when the characteristic scale of $a$ is comparable to the mesh-size $h$. This behavior is typical of upscaling procedures too (see [12]).

For that reason we propose an improvement of the RFB method, based on macrobubbles instead of bubbles; we shall refer to this improvement as the residual-free macrobubbles (RFMB) method. This is an extension of the macrobubbles approach proposed by Russo and Franca for the Stokes problem in [13]. The macrodomains $K$ are either triangles or quadrilaterals of a macropartition $T_H$ of $\Omega$; for the sake of simplicity, we shall consider $K$ to be either triangles or quadrilaterals. We assume $T_H$ to be shape regular and quasi-uniform, and the maximum diameter of $K \in T_H$ is denoted by $H$, where $h \leq H \leq 1$. We also assume $T_h$ to be a refinement of $T_H$, which means that any element $T \in T_h$ is included in a single macroelement $K \in T_H$.

The space of macrobubbles $V_{MB}$ is
\begin{equation}
    V_{MB} := \{ v \in H^1_0(\Omega) \text{ such that } v|_K = 0 \ \forall K \in T_H \};
\end{equation}
the enriched space $V_{H,h}$, simply denoted by $V_H$ in what follows, is
\begin{equation}
    V_H \equiv V_{H,h} := V_P + V_{MB},
\end{equation}
and the RFMB method reads
\begin{equation}
    \begin{cases}
    \text{Find } u_H \in V_H \text{ such that } a(u_H, v) = \langle f, v \rangle \quad \forall v \in V_H, \\
    \text{Upscaling methodologies which deal with patches of elements have been introduced by many authors (see the review [12]).}
\end{cases}
\end{equation}

In order to implement (3.3) by a computer algorithm we can follow, with suitable modifications, the two ways drawn in sections 2.1–2.2. Everything is clearer in the domain decomposition framework.

We consider first the approach of section 2.1. Now, unlike in (2.6), the sum in (3.2) is not direct, in the sense that $V_P \cap V_{MB} \neq \emptyset$. Therefore one possibility is to replace the splitting (2.8)–(2.9) with the classical Schwarz alternating algorithm on the overlapping spaces $V_P$ and $V_{MB}$ (see, e.g., [3, 10]): from $u^n_h \in V_H$, we compute the next iterate $u^{n+1}_h \in V_H$ by
\begin{equation}
    \begin{cases}
    \text{Find } w_{MB} \in V_{MB} \text{ such that } a(w_{MB} + u^n_h, v) = \langle f, v \rangle \quad \forall v \in V_{MB}; \\
    \text{Set } u^{n+1/2}_H := w_{MB} + u^n_h;
    \end{cases}
\end{equation}
\begin{equation}
    \begin{cases}
    \text{Find } w_P \in V_P \text{ such that } a(w_P + u^{n+1/2}_H, v) = \langle f, v \rangle \quad \forall v \in V_P; \\
    \text{Set } u^{n+1}_H := w_P + u^{n+1/2}_H.
    \end{cases}
\end{equation}
Proposition 3.1. The error reduction of (3.4)–(3.5) verifies

\[ \frac{\|u_H - u_H^{n+1}\|_{H^1}}{\|u_H - u_H^n\|_{H^1}} \leq C < 1 \]

uniformly w.r.t. \( H, h, \) and, since (2.1)–(2.2), uniformly w.r.t. \( a. \)

Proof. We can split any \( w_H \in V_H \) into \( w_P + w_{MB} \), where \( w_P \in V_P, w_{MB} \in V_{MB} \), and \( \|w_P\|_{H^1} + \|w_{MB}\|_{H^1} \leq C\|w_H\|_{H^1} \). For example, take \( w_P = w_H \) on any macroelement boundary \( \partial K \), and extend \( w_P \) inside \( K \) following Lemma 4.2, whence (also using Lemma 4.1)

\[ |w_P|^2_{H^1(\Omega)} = \sum_{K \in \mathcal{T}_h} |w_P|^2_{H^1(K)} \leq C \sum_{K \in \mathcal{T}_h} |w_P|^2_{H^{1/2}(\partial K)} \leq C \sum_{K \in \mathcal{T}_h} |w_H|^2_{H^{1/2}(\partial K)} \leq C \sum_{K \in \mathcal{T}_h} |w_H|^2_{H^1(K)} = C |w_H|^2_{H^1(\Omega)}. \]

The error reduction estimates follows from (3.6) thanks to [10, Theorem 15]. \( \square \)

More sophisticated iterative procedures (e.g., by means of the conjugate gradient acceleration) may be used instead of (3.4)–(3.5) as well (we refer to [10, section 2]).

The second way for dealing with the RFMB formulation (3.3) is related to the idea of condensing the degrees of freedom related to the macrobubbles; this is, with minor modifications, the idea of section 2.2. Indeed one can introduce the counterpart of \( V_F \) and \( V_C \), with \( V_{MB} \) in place of \( V_B \) in (2.16) and (2.17), and obtain a coarse formulation which is the counterpart of (2.18) (see [8] for details). This can also be viewed as a nonoverlapping domain decomposition approach: we decompose (3.3) into the Steklov–Poincaré problem on the interface \( \bigcup \partial K \) and the problem on the interior of the macroelements \( K \). When the macroelements \( K \) are much larger than the elements \( T \), then the actual construction of \( V_H \) could be not competitive; indeed the Steklov–Poincaré problem is not solved directly in a domain decomposition formulation, whereas it is treated by an iterative procedure, after suitable preconditioning (see [10] for details).

4. Error estimates. This section is devoted to a priori error analysis of the RFMB method (3.3); the theory also covers the RFB method (2.7), which is the case \( \mathcal{T}_h = \mathcal{T}_h \).

First, we state some lemmas. Recall that \( \omega \) denotes a generic regular subset of the domain \( \Omega \), either one-dimensional or two-dimensional. We set \( \tilde{L}^2(\omega) \in L^2(\omega) \) and \( \tilde{H}^1(\omega) \in H^1(\omega) \) (endowed with the norms \( \| \cdot \|_{L^2(\omega)} \) and \( \| \cdot \|_{H^1(\omega)} \), respectively) as the subspaces of zero mean value functions. We denote by \( \overline{v}_\omega \) the mean value of \( v \) on \( \omega \), while the operator \( \Pi_\omega v \) denotes the \( L^2(\omega) \)-projection onto \( \tilde{L}^2(\omega) \), i.e., \( \Pi_\omega v := v - \overline{v}_\omega \).

We recall that Sobolev spaces of fractional order may be obtained by interpolation between integer order Sobolev spaces; in particular, \( H^{1/2}(\omega) = (L^2(\omega), H^1(\omega))_{1/2} \), following the usual notation for the real interpolation method (see [19]). We also introduce \( \tilde{H}^{1/2}(\omega) = (\tilde{L}^2(\omega), \tilde{H}^1(\omega))_{1/2} \). Thanks to [19, section 1.17.1, Theorem 2], \( \tilde{H}^{1/2}(\omega) \equiv H^{1/2}(\omega) \cap \tilde{L}^2(\omega) \), with norms equivalence \( \|v\|_{\tilde{H}^{1/2}(\omega)} \simeq \|v\|_{H^{1/2}(\omega)} \). Then the norm \( \| \cdot \|_{\tilde{H}^{1/2}(\omega)} \) on \( \tilde{H}^{1/2}(\omega) \) can be extended as a seminorm \( \| \cdot \|_{H^{1/2}(\omega)} \) to \( H^{1/2}(\omega) \) just setting \( |v|_{H^{1/2}(\omega)} := \|\Pi_\omega v\|_{\tilde{H}^{1/2}(\omega)} \), yielding \( \|v\|_{H^{1/2}(\omega)} \simeq \|v\|_{L^2(\omega)} + |v|_{H^{1/2}(\omega)} \).
The following lemma is just a minor variation of the well-known result for traces of $H^1$ functions.

**Lemma 4.1.** Let $\omega$ be an open subset of $\Omega$ with Lipschitz boundary $\partial \omega$; therefore

\begin{equation}
|v|_{H^{1/2}(\partial \omega)} \leq C|v|_{H^1(\omega)} \quad \forall v \in H^1(\omega);
\end{equation}

conversely, we can extend any $v \in H^{1/2}(\partial \omega)$ to $v \in H^1(\omega)$ such that

\begin{equation}
|v|_{H^1(\omega)} \leq C|v|_{H^{1/2}(\partial \omega)}.
\end{equation}

Further, if $\omega$ is a shape regular (triangular or quadrilateral) element, the constant $C$ in (4.1) and (4.2) does not depend on the diameter of $\omega$ (i.e., it depends on the minimum angle).

**Proof.** Consider first $v \in H^1(\omega)$; the classical result, applied to $\Pi_v v$, is

\[ \|\Pi_v v\|_{H^{1/2}(\partial \omega)} \leq C\|\Pi_v v\|_{H^1(\omega)}; \]

therefore (4.1) follows from our definition of $|\cdot|_{H^{1/2}(\partial \omega)}$ (since $\Pi_{\partial \omega} \Pi_v v = \Pi_{\partial \omega} v$) and from $\|\Pi_v v\|_{L^2(\omega)} \leq C|v|_{H^1(\omega)}$.

Given $v \in H^{1/2}(\partial \omega)$, let $w$ be the harmonic lifting of $\Pi_{\partial \omega} v$, which verifies

\begin{equation}
\|w\|_{H^1(\omega)} \leq C\|\Pi_{\partial \omega} v\|_{H^{1/2}(\partial \omega)};
\end{equation}

therefore $v = w + \Pi_{\partial \omega} v$ is the extension inside $\omega$ we are looking for, and (4.2) follows easily from (4.3) and

\[ |v|_{H^1(\omega)} = |w|_{H^1(\omega)} \leq \|w\|_{H^1(\omega)}. \]

Finally, the uniformity of the constant $C$ in (4.1)–(4.2) for shape regular elements follows easily from a scaling argument. \(\square\)

A similar result holds true for finite element discrete functions; in particular, we have the following lemma.

**Lemma 4.2.** Consider a partition $T$ of $\omega$. Let $T$ be a shape regular, admissible, and quasi-uniform partition of mesh-size $h_T$. Let $V_T(\omega) \subset H^1(\omega)$ be a standard finite element space related to $T$, and let $V_T(\partial \omega) \subset H^{1/2}(\partial \omega)$ be the space of restrictions to $\partial \omega$ of functions belonging to $V_T(\omega)$. Given $v \in V_T(\omega)$, we can extend it to a $v \in V_T(\omega)$ such that (4.2) holds true. The constant $C$ therein is independent on $h_T$ and, when $\omega$ is a shape regular triangle or quadrilateral, on its diameter.

**Proof.** Take $v \in V_T(\omega)$; let $w \in H^1(\omega)$ be the harmonic lifting of $\Pi_{\partial \omega} v \in V_T(\omega)$, which verifies

\begin{equation}
\|w\|_{H^{1+\sigma}(\omega)} \leq C(\sigma)\|\Pi_{\partial \omega} v\|_{H^{1/2+\sigma}(\partial \omega)}
\end{equation}

for $0 \leq \sigma < 1/2$, thanks to the convexity of $\omega$. Recall the fractional order inverse inequality

\begin{equation}
\|\Pi_{\partial \omega} v\|_{H^{1/2+\sigma}(\partial \omega)} \leq Ch_T^{-\sigma}\|\Pi_{\partial \omega} v\|_{H^{1/2}(\partial \omega)},
\end{equation}

which is obtained by interpolation on the classical inverse inequalities. We also need the nodal interpolant $w_T \in V_T(\omega)$ of $w$, which satisfies the error estimate

\begin{equation}
\|w - w_T\|_{H^1(\omega)} \leq C(\sigma)h_T^{1+\sigma}\|w\|_{H^{1+\sigma}(\omega)},
\end{equation}
CAPTURING SMALL SCALES BY RESIDUAL-FREE BUBBLES

where now $0 < \sigma < 1/2$. Fixing, for example, $\sigma = 1/4$, using (4.6), (4.4), and then (4.5), we get

$$\|w - w_I\|_{H^1(\omega)} \leq C\|\tilde{\Pi}_{\partial \omega} v\|_{H^{1/2}(\partial \omega)};$$

using again (4.4), this time for $\sigma = 0$, we end with

$$\|w_I\|_{H^1(\omega)} \leq C\|\tilde{\Pi}_{\partial \omega} v\|_{H^{1/2}(\partial \omega)}.$$

We can therefore extend $v$ as $w_I + \Pi_{\partial \omega} v$ and (4.2) follows from (4.8); the uniformity w.r.t. the diameter of $\omega$ is proven by usual scaling arguments.

Using previous lemmas, we can now derive error estimates for the RFMB method; the main idea of the analysis is stated in the next proposition.

PROPOSITION 4.3. The numerical solution $u_H$ of the RFMB method (3.3) verifies

$$\|u - u_H\|_{H^1(\Omega)}^2 \approx \inf_{v \in V_P} \sum_{K \in T_H} |u - v|_{H^{1/2}(K)}^2.$$  

Proof. Recall (2.3), so the classical argument gives

$$\|u - u_H\|_{H^1(\Omega)}^2 \approx \inf_{v \in V_H} \|u - v\|_{H^1(\Omega)}^2.$$  

As a consequence of Lemma 4.1, for any $v \in V_H$ we have

$$|u - v|_{H^1(\Omega)}^2 = \sum_{K \in T_H} |u - v|_{H^{1/2}(K)}^2 \geq C \sum_{K \in T_H} |u - v|_{H^{1/2}(\partial K)}^2,$$

and for any $v \in V_P$ there is a suitable $w \in V_{MB}$ yielding

$$|u - (v + w)|_{H^1(\Omega)}^2 = \sum_{K \in T_H} |u - (v + w)|_{H^{1/2}(K)}^2 \leq C \sum_{K \in T_H} |u - v|_{H^{1/2}(\partial K)}^2;$$

eventually, taking the infimum w.r.t. $v$ in both (4.10) and (4.11) and using the Poincaré inequality, we obtain

$$\inf_{v \in V_H} \|u - v\|_{H^1(\Omega)}^2 \approx \inf_{v \in V_P} \sum_{K \in T_H} |u - v|_{H^{1/2}(\partial K)}^2.$$  

According to Proposition 4.3, the accuracy of the RFMB method depends on how well we can approximate the exact solution $u$ by piecewise polynomials on the skeleton $\bigcup_{K \in T_H} \partial K$.

In the classical framework the best approximation error for $u$—the right-hand side of (4.9), in our particular case—is evaluated thanks to higher order regularity assumptions on $u$. But, in our case, $\|u\|_{H^s(\Omega)}$ depends on the small scales of $a$ for any $s > 1$. Standard Sobolev spaces are therefore nonadequate here; a deeper investigation on the structure of $u$ is out of the aim of this paper.

Therefore, following [15], we restrict the theoretical analysis to periodic coefficients:

$$a_{ij}(x) \equiv a_{ij,\epsilon}(x) := a_{ij}(x/\epsilon),$$

where $y \mapsto a_{ij,y}(y)$ are smooth and 1-periodic w.r.t. $x_1$ and $x_2$.  

(4.12)
When $\varepsilon$ is large compared to $h$, the classical analysis for the plain Galerkin method, which extends straightforwardly to the RFMB method, gives a satisfactory error estimate.

**Theorem 4.4.** Assuming (4.12), the numerical solution $u_H$ of the RFMB method (3.3) verifies

$$\|u - u_H\|_{H^1(\Omega)} \leq Ch\varepsilon^{-1}\|f\|_{L^2(\Omega)}.$$  \hfill (4.13)

**Proof.** Under our assumptions we have $H^2$-regularity for $u$, and in particular $|u|_{H^2(\Omega)} \leq C\varepsilon^{-1}\|f\|_{L^2(\Omega)}$ (see [15, (4.4)]); therefore, by means of usual estimates for the nodal interpolant approximation, we get (4.13). \hfill \Box

The most interesting case is when $\varepsilon$ is smaller than or comparable to the mesh-size. Because of (4.12), we acquire knowledge on the structure of $u$ by means of the *homogenization* theory. In particular, from [17] we get the following first order approximation:

$$\|u - u_0 - \varepsilon(u_1 - \theta)\|_{H^1(\Omega)} \leq C\varepsilon|u_0|_{H^2(\Omega)},$$  \hfill (4.14)

where $u_0$, $u_1$, and $\theta$ represent the *homogenized solution*, the *first order correction*, and the *boundary correction*, respectively. The homogenized solution $u_0$ does not depend on $\varepsilon$ (while $u_1$ and $\theta$ do) and is given by

$$\begin{cases}
-\nabla \cdot (a^* \cdot \nabla u_0) = f & \text{in } \Omega, \\
u_0 = 0 & \text{on } \partial \Omega,
\end{cases}$$  \hfill (4.15)

where the constant homogenized coefficients $a^* \equiv \{a^*_{ij}\}$ are given by

$$a^*_{ij} = \int_{[0,1]^2} \left( \alpha_{ij}(y) + \sum_k \alpha_{ik}(y) \frac{\partial \chi_j(y)}{\partial y_k} \right) dy$$

and $\chi_i$ are the zero mean value periodic (on $[0,1]^2$) solutions of the equations

$$-\nabla_y \cdot (\alpha \cdot \nabla_y \chi_j(y)) = \sum_i \frac{\partial \alpha_{ij}(y)}{\partial y_i}.$$  

It is worth noting the close relation between the $a^*$ defined here and its numerical counterpart (see section 2.1) related to the upscaling effect of the RFB method. Eventually we have

$$u_1(x) = \sum_i \chi_i \left( \frac{x}{\varepsilon} \right) \frac{\partial u_0}{\partial x_i}(x),$$  \hfill (4.16)

while $\theta$ is the solution of

$$\begin{cases}
-\nabla \cdot (a \cdot \nabla \theta) = 0 & \text{in } \Omega, \\
\theta = u_1 & \text{on } \partial \Omega.
\end{cases}$$  \hfill (4.17)

Our main result is stated in the next theorem.

**Theorem 4.5.** Assuming (4.12), the numerical solution $u_H$ of the RFMB method (3.3) verifies

$$\|u - u_H\|_{H^1(\Omega)} \leq C(h + \varepsilon + \varepsilon^2 + \varepsilon^{1/2}H^{-1/2} + \varepsilon H^{-1})\|f\|_{L^2}.$$  \hfill (4.18)
Proof. Using (4.9) and the first order approximation (4.14) we can split the error into four terms:

\[
\|u - u_H\|_{H^1(\Omega)}^2 \leq C \sum_{K \in T_H} |u - u_0 - \varepsilon(u_1 - \theta)|_{H^{1/2}(\partial K)}^2 + C \sum_{K \in T_H} |u_0 - u_0^j|_{H^{1/2}(\partial K)}^2
\]

\[
+ C \sum_{K \in T_H} |\varepsilon u_1|_{H^{1/2}(\partial K)}^2 + C \sum_{K \in T_H} |\varepsilon \theta|_{H^{1/2}(\partial K)}^2
\]

\[
= I + II + III + IV,
\]

where \(u_0^j\) denotes the nodal interpolant for \(u_0\). One key point of the proof is that in III the function \(\varepsilon u_1\) (which takes into account the oscillations of \(u\)) is evaluated on the skeleton \(\bigcup \partial K\). For the other terms (i.e., I, II, and IV) we shall come back to norms on the whole \(\Omega\) by means of (4.1), instead. Therefore, using also (4.14), we get

\[
I \leq C||u - u_0 - \varepsilon(u_1 - \theta)||_{H^1(\Omega)}^2 \leq C\varepsilon^2|u_0|^2_{H^2(\Omega)},
\]

while the usual properties of the nodal interpolant yield

\[
II \leq C||u_0 - u_0^j||_{H^1(\Omega)}^2 \leq Ch^2|u_0|^2_{H^2(\Omega)}.
\]

The estimates for III and IV require a preliminary result. Denote by \(\bar{K}\) the reference macroelement (either the reference square \([0,1]^2\) or the reference triangle \(\{(\hat{x}_1,\hat{x}_2)|0 < \hat{x}_1 < 1, 0 < \hat{x}_2 < 1, \hat{x}_1 + \hat{x}_2 < 1\}\)) and by \(\hat{v}\) and \(\hat{w}\) two generic smooth functions on \(\bar{K}\). From

\[
\|\hat{w}\|_{L^2(\partial K)} \leq ||\hat{w}||_{L^\infty(\partial K)}||\hat{v}||_{L^2(\partial K)},
\]

\[
\|\hat{w}\||_{H^1(\partial K)} \leq C||\hat{v}||_{W^{1,\infty}(\partial K)}||\hat{v}||_{H^1(\partial K)}
\]

we obtain by interpolation and using the properties of traces

\[
\|\hat{w}\|_{H^{1/2}(\partial K)} \leq C||\hat{w}||_{L^\infty(\partial K)}^{1/2}||\hat{w}||_{W^{1,\infty}(\partial K)}^{1/2}||\hat{v}||_{H^{1/2}(\partial K)}
\]

\[
\leq C||\hat{w}||_{L^\infty(\partial K)}^{1/2}||\hat{w}||_{W^{1,\infty}(\partial K)}^{1/2}||\hat{v}||_{H^1(\partial K)}.
\]

From there and using the usual scale argument we get the estimate for \(v\) and \(w\) defined on a generic \(K \in T_H\) (recall \(H \leq 1\):

\[
|w|_{H^{1/2}(\partial K)} \leq C(||w||_{L^\infty(\partial K)} + H^{1/2}||w||_{L^\infty(\partial K)} ||\nabla w||_{L^\infty(\partial K)}^{1/2}) H^{-1}||v||_{H^1(K)}
\]

\[
\leq C(H^{-1}||w||_{L^\infty(\partial K)} + H^{-1/2}||w||_{L^\infty(\partial K)} ||\nabla w||_{L^\infty(\partial K)}^{1/2}) ||v||_{H^1(K)}.
\]

We use now (4.23) for \(u_1 = \chi(\cdot/\varepsilon) \cdot \nabla u_0\) (as defined in (4.16), where \(\chi \equiv (\chi_1,\chi_2)\):

\[
|u_1|_{H^{1/2}(\partial K)} \leq C(H^{-1}||\chi(\cdot/\varepsilon)||_{L^\infty(\partial K)} + H^{-1/2}||\chi(\cdot/\varepsilon)||_{L^\infty(\partial K)}^{1/2} ||\nabla \chi(\cdot/\varepsilon)||_{L^\infty(\partial K)}^{1/2}) ||\nabla u_0||_{H^1(K)}
\]

\[
\leq C(H^{-1} + \varepsilon^{-1/2} H^{-1/2}) ||u_0||_{H^2(K)}.
\]
where in the last step we also used \( \| \chi(\cdot/\varepsilon) \|_{L^\infty} \leq C \) and \( \| \nabla \chi(\cdot/\varepsilon) \|_{L^\infty(\partial K)} \leq C \varepsilon^{-1} \), as \( \chi \in C^1([0,1]^2) \). This gives

\[
III \leq C(\varepsilon H^{-1} + \varepsilon^2 H^{-2})\|u_0\|_{H^2(\Omega)}^2.
\]

Because of (4.17), \( \theta \) verifies \( \| \theta \|_{H^1(\Omega)}^2 \leq C\|u_1\|_{H^{1/2}(\partial\Omega)}^2 \); reasoning as before we also obtain \( \| u_1 \|_{H^{1/2}(\partial\Omega)}^2 \leq C(1 + \varepsilon^{-1})\|u_0\|_{H^2(\Omega)}^2 \) and we end up with

\[
IV = C \sum_{K \in T_h} \| \varepsilon \theta_h^2 \|_{H^{1/2}(\partial K)}^2 \leq C\| \varepsilon \theta \|_{H^1(\Omega)}^2 \leq C(\varepsilon + \varepsilon^2)\|u_0\|_{H^2(\Omega)}^2.
\]

Recalling \( \| u_0 \|_{H^2(\Omega)} \leq C\| f \|_{L^2(\Omega)} \), which follows from the elliptic regularity property of (4.15), we get (4.18).

The final error estimate for \( \varepsilon, H, \) and \( h \) varying is obtained by taking (4.13) and (4.18) together. Notice that when \( \varepsilon \geq h^{2/3}H^{-1/3} \) (4.13) is sharper; for \( \varepsilon \leq h^{2/3}H^{1/3} \) (4.18) is sharper, and, in this case, (4.18) simplifies to \( \| u - u_H \|_{H^1(\Omega)} \leq C(h + \varepsilon^{1/2}H^{-1/2})\| f \|_{L^2}; \) so in general we have

\[
(4.25) \quad \| u - u_H \|_{H^1(\Omega)} \leq C \min\{h^{\varepsilon^{-1}}, h + \varepsilon^{1/2}H^{-1/2}\}\| f \|_{L^2}.
\]

Our theoretical analysis shows that the RFB method (which corresponds to \( T_H \equiv T_h \)) is affected by the resonance error: for \( \varepsilon \simeq h = H \) there is a loss of accuracy. RFMB behaves a little bit better, since the right-hand side of (4.25) is (at most) of order \( (h/H)^{1/3} \) uniformly w.r.t. \( \varepsilon \) (for what we have seen above, the largest min\{\( h^{\varepsilon^{-1}}, h + \varepsilon^{1/2}H^{-1/2}\)\}) in (4.25) is for \( \varepsilon \simeq h^{2/3}H^{1/3} \). The situation is even better if the domain \( \Omega \) is, for example, a square, and the source term \( f \) is more regular, as stated below.

**Theorem 4.6.** Assume (4.12): if \( C_1H^3 \leq h \leq C_2H \), any internal angle of \( \Omega \) is smaller than \( \pi/(s + 1) \), and \( f \in H^s \) for some \( s > 1/2 \), then the numerical solution \( u_H \) of the RFMB method (3.3) verifies

\[
(4.26) \quad \| u - u_H \|_{H^1(\Omega)} \leq C h^{1/2}H^{-1/2}.
\]

**Proof.** We consider here the case \( h \leq \varepsilon \leq (hH)^{1/2} \), because otherwise (4.26) just follows from (4.25). We reason as in the proof of Theorem 4.5 and split the error as

\[
\| u - u_H \|_{H^1(\Omega)}^2 \leq C \sum_{K \in T_h} \| u - u_0 - \varepsilon(u_1 - \theta) \|_{H^{1/2}(\partial K)}^2 + C \sum_{K \in T_h} \| u_0 - u_0^I \|_{H^{1/2}(\partial K)}^2 + C \sum_{K \in T_h} \| \varepsilon(u_1 - u_1^I) \|_{H^{1/2}(\partial K)}^2 + C \sum_{K \in T_h} \| \varepsilon \theta \|_{H^{1/2}(\partial K)}^2
\]

\[
= I + II + III + IV;
\]

the only difference between (4.19) and (4.27) is in term III, which here contains \( u_1^I \), the nodal interpolant of \( u_1 \) on \( \bigcup \partial K \). The classical result states \( \| u_1 - u_1^I \|_{H^{1/2}(\partial K)} \leq C h^{1/2}\| u_1 \|_{H^1(\partial K)} \); actually \( \| u_1 \|_{H^1(\partial K)} \) can be estimated as in the proof of Theorem 4.5:
from (4.21), since on the reference macroelement \( \| \hat{v} \|_{H^1(\partial K)} \leq \| \hat{v} \|_{H^{1+\varepsilon}(K)} \), using scaling arguments, we obtain

\[
H^{1/2} \| w v \|_{H^1(\partial K)} \leq C (H^{-1} \| w \|_{L^\infty(\partial K)} + \| \nabla w \|_{L^\infty(\partial K)}) \| v \|_{H^{1+\varepsilon}(K)};
\]

when applied to \( u_1 = \chi(\cdot/\varepsilon) \cdot \nabla u_0 \), the last inequality gives

\[
\| u_1 \|_{H^1(\partial K)} \leq C (H^{-3/2} + \varepsilon^{-1} H^{-1/2}) \| u_0 \|_{H^{2+\varepsilon}(K)};
\]

therefore

\[
III \leq C \sum_{K \in T_H} h(\varepsilon^2 H^{-3} + H^{-1}) \| u_0 \|_{H^{2+\varepsilon}(K)}^2
\]

\[
(4.28)
\]

\[
\leq Ch H^{-1} \| u_0 \|_{H^{2+\varepsilon}(\Omega)}^2
\]

\[
\leq CH H^{-1} \| f \|_{H^2(\Omega)}^2;
\]

in the last step we used \( \| u_0 \|_{H^{2+\varepsilon}(\Omega)} \leq C \| f \|_{H^2(\Omega)} \) (see [2]). By our condition on \( h \) and \( \varepsilon \), we also have

\[
I + II + IV \leq Ch H^{-1} \| f \|_{L^2(\Omega)};
\]

and (4.26) is proved.

5. Numerical tests. In order to implement a computer algorithm for the formulation proposed in sections 2 and 3 we first need to introduce a fine-scale discretization of the spaces \( V_B \) or \( V_{MB} \). For those purposes consider a third admissible, shape regular, and quasi-uniform partition \( T_H \) of mesh-size \( h^2 \) (\( h^2 \leq h \)); we assume \( T_{h1} \) to be a subpartition of the previous ones \( T_h \) and \( T_H \). Define the space \( V^2 \) of functions which are continuous and piecewise linear (or bilinear) on \( T_{h1} \), and the spaces \( V_B^2 := V_B \cap V^2 \) and \( V_{MB}^2 := V_{MB} \cap V^2 \); accordingly, define \( V_B^2 := V_B^2(T_h, T_{h1}) := V_B \oplus V_B^2 \) and \( V_{MB}^2 := V_{MB}^2(T_H, T_{h1}) := V_{MB} \oplus V_{MB}^2 \). Using the spaces \( V_B^2 \) and \( V_{MB}^2 \) in place of \( V_B \) and \( V_{MB} \), respectively, we have from sections 2 and 3 fully discrete formulations and we can derive in the usual way the numerical algorithms. In what follows we analyze the new error term due to the fine-scale discretizations of bubble spaces. Let us denote by \( u^2 \in V^2 \) the plain Galerkin approximation of \( u \) on the fine mesh \( T_{h1} \),

\[
a(u^2, v) = \langle f, v \rangle \quad \forall v \in V^2,
\]

and denote by \( u^2_{h1} \) the numerical approximation given by the fully discrete RFMB scheme, i.e.,

\[
a(u^2_{h1}, v) = \langle f, v \rangle \quad \forall v \in V^2_{h1}.
\]

We can prove that

\[
(5.1) \quad \| u^2 - u^2_{h1} \|_{H^1(\Omega)}^2 \geq \inf_{v \in V_B} \sum_{K \in T_H} \| u^2 - v \|_{H^{1/2}(\partial K)}^2.
\]

Indeed (5.1) is analogous to (4.9) when we take the space \( V^2 \) instead of \( H^1_0(\Omega) \); one can reason as in Proposition 4.3, using now Lemma 4.2. Therefore we have, using the
triangle inequality and (4.1),
\[
\|u^\sharp - u_H^\sharp\|_{H^1(\Omega)}^2 \simeq \inf_{v \in V_p} \sum_{K \in T_H} |u^\sharp - v|^2_{H^{1/2}(\partial K)} \\
\leq C \left( \sum_{K \in T_H} |u^\sharp - u_H^\sharp|^2_{H^{1/2}(\partial K)} + \inf_{v \in V_p} \sum_{K \in T_H} |u - v|^2_{H^{1/2}(\partial K)} \right) \\
\leq C \left( |u^\sharp - u_H^\sharp|_{H^1(\Omega)} + \inf_{v \in V_p} \sum_{K \in T_H} |u - v|^2_{H^{1/2}(\partial K)} \right)
\]
and, eventually, we have for the fully discrete method the error estimate
\[
\|u - u_H^\sharp\|_{H^1(\Omega)}^2 \leq C_1 |u^\sharp - u_H^\sharp|_{H^1(\Omega)} + C_2 \inf_{v \in V_p} \sum_{K \in T_H} |u - v|^2_{H^{1/2}(\partial K)} = I + II.
\]

We have decoupled the numerical error into the term I, due to the approximation of local problems (depending on \( h^2 \)) and the term II, due to the method itself (depending on \( h \) and \( H \)). Note that I is the numerical error for the plain Galerkin approximation on the global fine mesh \( T_{h^2} \). In case of periodic coefficients (assumption (4.12)), II has been analyzed in section 4; the new term I verifies \( I \leq h^2 \|f\|_{L^2(\Omega)} \), thanks to the classical argument. This also tells us what accuracy is needed when solving local problems: taking, for example, \( h^2 \leq \min\{h, \epsilon h + \epsilon^{3/2} H^{-1/2} \} \), then the fully discrete method verifies the analogous of estimates (4.25).

In what follows, we test the methods on different model problems on the unit square \( \Omega := [0,1]^2 \). In all the cases we take isotropic and diagonal \( \mathbf{a} \) (i.e., \( a_{11} = a_{22} \) and \( a_{12} = a_{21} = 0 \)). In the first case we have periodic coefficients
\[
a_{11} = a_{22} = \frac{9}{2} \sin \left( \frac{\pi x_1}{\epsilon} \right) \cos \left( \frac{\pi x_2}{\epsilon} \right) + \frac{11}{2}, \tag{5.2}
\]
and the wavelength \( \epsilon \) is 0.05; the coefficients take values between 1 and 10 (see the contour plot in Figure 1). We construct a uniform fine mesh \( T_{h^2} \) of \( 512 \times 512 \) \( \times 2 = 524288 \) triangles and 263169 vertices; the mesh is fine enough to compute accurately the plain Galerkin approximation \( u^\sharp \) of the exact solution for the model problem; the contour plot in Figure 1). We construct a uniform fine mesh \( T_{h^2} \) of quadrilaterals and we take each quadrilateral \( K \in T_H \), and we take each macroelement \( K \in T_H \) containing \( 2 \times 2 = 4 \) elements (referred to as RFBMB4) or \( 4 \times 4 = 16 \) elements (referred to as RFBMB16). The \( H^1 \) relative error (when compared to \( u^\sharp \)) is shown in Figure 3. We also plot the errors for the plain Galerkin method and the MsFEM on the same coarse meshes \( T_h \). We recall that we are considering here the MsFEM without the oversampling technique for its similarity to the RFB method.

For the second test we still have the coefficients of (5.2), but now we let \( \epsilon \) vary from \( 1/2 \) up to \( 1/128 \), and we compute the numerical errors of the methods on a fixed mesh \( T_h \) of \( 16 \times 16 \) quadrilateral elements. The relative errors are plotted in Figure 4.

Then we consider nonperiodic coefficients that are given by the expression
\[
a_{11} = a_{22} = 1 + \sum_{i=1}^{4} \varphi(\gamma_i), \tag{5.3}
\]
Fig. 1. Contour plot of the periodic coefficients $a_{11} = a_{22}$; levels $2, 3, \ldots, 9$ are shown.

Fig. 2. Contour plot of the solution $u$ for periodic coefficients; levels $1 \times 10^{-3}, 2 \times 10^{-4}, \ldots, 14 \times 10^{-4}$ are shown.
where \( \varphi(\gamma_i) := (30 - 25\gamma_i)(\cos(10\pi\gamma_i^2))^2 \), \( \gamma_1 := \sin(\pi\delta_1) \), \( \gamma_2 := (\cos(\pi\delta_2))^2 \), \( \gamma_3 := (\cos(2\pi\delta_3))^2 \), \( \gamma_4 := \sin(2\pi\delta_4) \), and \( \delta_i \equiv \delta_i(x) := 2^{-1/2}\|x - v_i\| \), with \( v_i, i = 1, \ldots, 4 \), being the four vertexes of \( \Omega \). Here the smallest length scale is of order \( 10^{-2} \), while the ratio between the maximum and the minimum is \( 10^2 \) (see the plot of \( a_{11} = a_{22} \) in Figure 5). The fine grid approximation is plotted in Figure 6. We test the numerical methods on the same grids proposed above (i.e., \( T_h \) of \( 2^i \times 2^i \) quadrilateral elements for \( i = 2, 3, 4, \ldots, 7 \)); the numerical errors are plotted in Figure 7.
Fig. 5. Contour plot of the nonperiodic coefficients $a_{11} = a_{22}$; levels $10, 20, \ldots, 100$ are shown.

Fig. 6. Contour plot of the solution $u$ for nonperiodic coefficients; levels $1 \times 10^{-4}, 2 \times 10^{-4}, \ldots, 19 \times 10^{-4}$ are shown.
Let us discuss first the numerical results for the case of periodic coefficients presented in Figure 3. We clearly see that the plain Galerkin method gives the worst accuracy on all the meshes: the error starts decreasing with the expected first order rate only when the mesh-size is smaller than the scale $\varepsilon$. For the other methods, we also see the first order error decreasing for small $h$, but the actual error is smaller, in particular for larger $h$. All those methods suffer some resonance error, as we see that the maximum error is reached when $h \approx 0.05$, which is indeed the length scale of the coefficient oscillations. We see that RFB and MsFEM give almost the same accuracy when $h$ is small, while on the coarser meshes RFB is more accurate. The RFMB method gives the same qualitative behavior of RFB, but the actual numerical error is smaller. From the practical point of view, if we are using the RFB approach on a coarse mesh and we want to increase the accuracy without using a very small $h$, we can use larger macrobubbles.

Figure 4 confirms the better behavior of the RFB and RFMB approaches, compared to the plain Galerkin approach, especially for small $\varepsilon$.

The same behavior of the methods is seen in the nonperiodic coefficients test (Figure 7), even though now the resonance error is less located because the coefficients and the solution itself contain many length scales. As before, we can reach a better accuracy on coarse grids enlarging the bubbles.

6. Conclusion and extensions. In this paper we considered the RFB method applied to problem (1.1). We also proposed an extension of the method (i.e., RFMB) based on macrobubbles (which live inside many elements). Following [15], we developed the theoretical analysis assuming periodic coefficients. Both the theoretical analysis and the numerical tests confirmed the validity of the methods.

The methods proposed and analyzed in the paper decouple the global problems into local problems on fine grids and a global problem on a coarse grid. In principle, this has two advantages compared to the plain Galerkin method (on a whole fine grid): it easily allows either for a parallel implementation or for upscaling procedures;
those aspects have not been discussed in the paper and deserve further investigations. In particular we have seen that larger macrobubbles (for RFMB) give more accuracy, though at the price of having larger local problems to solve. A following paper (in preparation) will investigate more convenient numerical algorithms based on this technique, also discussing the benefits in terms of CPU time.

In the paper we considered the macroelements $K \in T_H$ to be either triangles or quadrangles; this assumption can be relaxed with minor modifications in the analysis: we just need Lemmas 4.1 and 4.2 for the macroelements, and indeed general polygons satisfying suitable shape regularity conditions are allowed as well.
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